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Abstract: Description of a multiscale simulation strategy we have developed to attack problems
of RNA catalysis is presented. Ribozyme systems give special challenges not present in
typical protein systems, and consequently demand new methods. The main methodologi-
cal components are herein summarized, including the assembly of theQCRNA database,
parameterization of the AM1/d-PhoT Hamiltonian, and development of new semiempir-
ical functional forms for improved charge-dependent response properties, methods for
coupling many-body exchange, correlation and dispersion into the QM/MM interaction,
and generalized methods for linear-scaling electrostatics, solvation and solvent boundary
potentials. Results for a series of case studies ranging from noncatalytic reaction models
that compare the effect of new DFT functionals, and on catalytic RNA systems including
the hairpin, hammerhead and L1 ligase ribozymes are discussed
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14.1. INTRODUCTION

Over the last several decades, the original notion that the only function of RNA
molecules was as messenger intermediates in the pathway from the genetic code to
protein synthesis has undergone a revolution. The role of RNA in cellular function is
now known to be considerably more diverse, ranging from regulation of gene expres-
sion and signalling pathways to catalyze important biochemical reactions, including
protein synthesis itself [1–7]. These discoveries have transformed our view of RNA
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as a simple messenger to one more profoundly central in the evolution of life forms,
our understanding and appreciation of which is still in its infancy. Ultimately, the
elucidation of the mechanisms of RNA catalysis will yield a wealth of new insights
that will extend our understanding of biological processes and facilitate the design
of new RNA-based technologies [8–10].

Molecular simulations of RNA catalysis, in principle, offer a means of accessing
the most intimate mechanistic details that may aid in the interpretation of experi-
ments and provide predictive insight into design [11]. In order to study reactions
catalyzed by biological macromolecules such as RNA, simulations are performed
using so-called multiscale models. Here, by “multiscale model”, we mean the in-
tegration of a hierarchy of models that work together to provide a computationally
tractable representation of a complex biochemical reaction in a realistic environ-
ment. As a specific example, for enzyme systems, one typically treats the reactive
chemical events with a sufficiently accurate quantum mechanical model, the micro-
scopic solvent fluctuations and changes in molecular conformation using molecu-
lar mechanical force field model, and the macroscopic dielectric relaxation using a
continuum solvation model. The simplest multiscale model to study enzyme reac-
tions would be a combined quantum mechanical/molecular mechanical (QM/MM)
potential [12–18].

Simulations of RNA enzymes, orribozymes, however, are laden with chal-
lenges not apparent for most protein enzymes. RNA molecules are highly negatively
charged, and exhibit strong, and often specific interactions with solvent [11, 19–21].
This requires special attention to the microscopic in silico model that requires con-
sideration of a very large number of solvent molecules and counter and co-ions to
be included. Electrostatic interactions need to be treated rigorously without cut-off,
and long simulation times are typically needed to insure that the ion environment
is properly equilibrated [22–24]. These issues are further complicated by the fact
that RNA molecules bind divalent metal ions which play an important role in fold-
ing, and in many instances, also contribute actively to the catalytic chemical steps.
The highly-charged nature of RNA and its interaction with divalent metal ions and
other solvent components makes inclusion of explicit electronic polarization in the
molecular models much more important that in typical protein enzyme systems. The
chemistry involved in reactions of prototype ribozymes such as cleavage transes-
terification involves large changes in local charge state and hybridization around
phosphorus, exacerbating the need to design QM/MM methods that can reliably
model hypervalent states of phosphorus. There is a need to design new models that
circumvent the need for “atom-type” parameters to be assigned to the QM system
in order to compute QM/MM interactions, as the “atom-type” can change as a re-
action proceeds. Finally, there is a growing precedent that many ribozyme reactions
may involve large changes in conformation and metal ion binding along the reac-
tion coordinate, creating the need to develop extremely fast semiempirical quantum
models that can be practically applied in conjunction with long-time simulations to
adequately sample relevant configurations and create multidimensional free energy
surfaces along multiple reaction coordinates.
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14.2. COMPUTATIONAL APPROACH

This section describes the main methodological advances that will be used in
subsequent selected applications, including (1) Development of fast semiempirical
methods for multiscale quantum simulations, (2) Directions for development of next-
generation QM/MM models, and (3) Linear-scaling electrostatic and generalized
solvent boundary methods.

14.2.1. Development of Fast Semiempirical Methods for Multiscale
Quantum Simulations

The development of new-generation Hamiltonians is greatly benefited by the use
and refinement of existing models. Conventional semiempirical Hamiltonians such
as MNDO [25, 26], AM1 [27] and PM3 [28] are based on a minimals andp orbital
basis, and were parametrized to reproduce gas phase geometries and heats of for-
mation for molecules in their ground states. Relatively little consideration was given
to models that could accurately describe chemical reactions, especially in the case
of phosphate hydrolysis whered orbitals are required for an accurate representation
of hypervalent phosphorus transition states and intermediates. Thed-orbital exten-
sion of the MNDO method [29, 30] greatly improved the description of hypervalent
phosphorus species, but suffered from an extremely poor description of hydrogen
bonding as did the original MNDO model. The empirical core-core functions of
AM1 and PM3 allowed these models to reasonably predict hydrogen bonding, and
if appropriately reparametrized, were demonstrated to be quite accurate for nucleic
acid base pairing [31]. Consequently, it seemed that a functional form that merged
the core-core functions of AM1 and PM3 with thed-orbital formulation of MNDO/d
would offer a significantly improved base model that could be easily implemented
into any d-orbital semiempirical program and thus be readily available to a wide
scientific community. However, a prerequisite to performing such a reparameter-
ization is to assemble a consistent set of high-level reference data that considers
a wide range of properties and encompasses a broad set of molecules, complexes,
potential energy surfaces and chemical reaction mechanisms. This was achieved by
the construction of a database of quantum calculations for RNA catalysis (QCRNA)
based on density-functional theory [32]. Subsequently, theQCRNAdatabase was
utilized to parameterize an AM1/d-PhoT [33] semiempirical Hamiltonian model for
a wide range of phosphoryl transfer reactions and hydrogen bonding interactions.
TheQCRNAdatabase and AM1/d-PhoT model are described in the following sub-
sections, and together provide powerful tools to further the understanding of the
mechanisms of ribozyme catalysis.

14.2.1.1. QCRNA: A Database of Quantum Calculations for RNA Catalysis

The QCRNAdatabase [32, 34] is an on-line resource of ab initio data relevant to
phosphorus and RNA chemistry, and was specifically designed to act as the reference
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data for the parameterization of new semiempirical models and refinement of exist-
ing semiempirical Hamiltonians. The database utilizes a strict computational pro-
tocol to determine optimized molecular structures, electronic structure properties,
and thermodynamic quantities, including estimates of the solvation free energy and
solvent-polarization using continuum models. For brevity we describe the protocol
as B3LYP/6-311++G(3df,2p)//B3LYP/6-31++G(d,p); while a detailed explanation
of the precise protocol is provided in Ref. 32. One of the database’s advantages is
that all of the data is obtained using the same computational procedure, whereas
the literature data has often been inconsistent, in that disparate theoretical protocols
have been employed by different groups that severely limit meaningful quantitative
cross-comparison.

There are more than 2000 molecules, 300 molecular complexes, 250 chemical
reactions, and 50 potential energy surfaces in the database. The main types of infor-
mation that can be found in the database include: molecular geometries, electronic
structure properties, vibrational frequencies, relative conformational energies, hy-
drogen bond energies, metal ion binding energies, proton affinities/gas-phase basici-
ties, tautomerization energies, and chemical mechanisms. Many of molecules in the
database correspond to stationary points, i.e., local minima and maxima, of chemical
mechanisms; however there also exist simple potential energy surfaces involving
non-stationary geometries resulting from constrained optimization. Of the mech-
anisms relevant to RNA catalysis are those that involve: acyclic and cyclic phos-
phates, phosphate mono-, di- and triester systems, different protonation and charge
states, experimentally relevant thio effects, phosphorane pseudorotation reactions,
metal-catalyzed reactions, and linear free energy relations that involve different nu-
cleophiles and leaving groups. Data contained in theQCRNAdatabase has been used
as the basis for numerous publications on biological phosphates and phosphoranes,
and phosphoryl transfer reactions [35–46].

The QCRNAdatabase is viewable and searchable with a web browser on the
internet and it is also contained as a MySQL database that is easily incorporated
with parameter optimization software to allow for the rapid development of specific
reaction parameters. Molecular structures can be viewed with the JMOL [47, 48]
or MOLDEN [49, 50] programs as viewers for chemical MIME types. If the web
browser is JAVA-enabled, then the JMOL software will automatically load as a web
applet. Both programs allow the structure to be manipulated, i.e., rotated, scaled, and
translated, and allow for measurement of internal coordinates, e.g., bond lengths,
angles, and dihedral angles. Similarly, animations of the vibrational frequencies are
available and can be viewed with either program.

14.2.1.2. AM1/d-PhoT Model for Phosphoryl Transfer Reactions

The AM1/d-PhoT model [33] is a parameterization of a modified AM1/d Hamil-
tonian developed specifically to model phosphoryl transfer reactions catalyzed by
enzymes and ribozymes for use in linear-scaling calculations and combined QM/MM
simulations. The model is currently parametrized for H, O, and P atoms to reproduce
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high-level density-functional results from theQCRNAdatabase [32, 34], including
geometries and relative energies of minima, transition states and reactive interme-
diates, dipole moments, proton affinities and other relevant properties. The model
has been tested in the gas phase and in solution using molecular dynamics simula-
tions with a QM/MM potential [33, 51]. The results indicate the method provides
significantly higher accuracy than MNDO/d, AM1 and PM3 methods, and for the
transphosphorylation reactions is in close agreement with the density-functional cal-
culations at the B3LYP/6–311++G(3df,2p) level with a reduction in computational
cost of 3–4 orders of magnitude. The model has recently been applied in QM/MM
simulations of the hammerhead [52, 53] and hairpin ribozyme [54, 55] systems.

14.2.2. Directions for Development of Next-Generation QM/MM Models

14.2.2.1. Semiempirical Methods with Improved Charge-Dependent Response
Properties

Standard NDDO, MNDO, and tight binding semiempirical models systematically
underestimate the polarizability of molecules, and this has been attributed mainly to
the use of minimal basis sets [56]. The underestimation of the polarizability is most
pronounced in the pathological case where all of the spin orbitals are occupied, such
as F−, in which case a minimal basis calculation is devoid of degrees of freedom and
thus lacks the variational parameters to describe polarization. Molecules with phys-
ically relevant electronic configurations rarely approach the extreme limit of total
occupation of the basis; however, the polarizability of neutral molecules has been ob-
served to be underestimated by approximately 25% when comparing semiempirical
calculations with experiment [57]. A more recent and much larger comparison be-
tween MNDO/d and B3LYP/6-31++G(3df,2p) polarizabilities for 1132 molecules
taken from theQCRNA[32] online database indicates that the semiempirical po-
larizability can be underestimated by approximately 40% [56]. An obvious solu-
tion for correcting the polarizabilities is to use a larger orbital basis set; however,
this has the disadvantage of increasing the dimensions of the Fock matrices and
requires additional semiempirical parametrization. Giese and York [56] (GY) took
the alternative approach of including an auxiliary basis of density which explicitly
polarizes in response to the external potential. This approach is based on the princi-
ple of chemical potential equalization (CPE), which is derivable as a second order
Taylor series expansion of the density functional in density response. GY opted to
incorporate the CPE model as a post-SCF correction to the semiempirical method,
whereby the semiempirical SCF density is used as the reference density in CPE ex-
pansion. The auxiliary basis used to describe the density response was chosen to be
atom-centered primitive Gaussian dipole functions and the integrals produced from
the CPE expansion where performed using a Coulomb approximation.

GY noticed that the polarizability of an atom is approximately an exponential
function of charge, and that the polarizability correction provided by the CPE expan-
sion for an isolated atom was equal to the inverse of the Coulomb self energy of the
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Gaussian dipole. From this, they developed an expression for the Gaussian exponent
as a function of charge, thereby allowing for a charge dependent polarizability cor-
rection that directly results from the dilation of the response density. The resulting
model (MNDO/d+CPE) was shown to reduce the error in the polarizability of the
1132 molecules down to 3.6% with a mean unsigned error of 0.1%. Furthermore,
GY showed that the charge dependence form of the response basis allowed them to
reproduce the polarizability of molecules in various charge states.

14.2.2.2. QM/MM Interactions with Coupled Many-Body Polarization,
Exchange, and Dispersion

The most commonly applied QM/MM methods utilize a quantum mechanical model
combined with an empirical force field which are coupled within the QM Hamilto-
nian and through a QM/MM interaction energy consisting of electrostatic, bonded,
and nonbonded terms. The nonbonded QM/MM interaction is modeled by a simple
empirical van der Waals interaction such as a Lennard-Jones 6–12 potential, whose
empirical parameters are based on the assignment of atoms to “atom-types”. This
term is purely empirical and completely neglects explicit coupling to the quantum
mechanical electronic degrees of freedom. The lack of explicit quantum mechanical
coupling of the van der Waals QM/MM interaction energy is at the root of many
problems in QM/MM modeling. Unlike MM atoms, the association of a QM atom to
a particular atom-type becomes ambiguous when the QM atom undergoes changes
in charge state and/or chemical bonding environment during passage through a reac-
tion coordinate or perturbation parameter. The profiles of reactions involving highly
charged species, such as those encountered in phosphate hydrolysis and phosphoryl
transfer reactions, can be skewed by the solvent effect if not properly treated. The
solvent effect is sensitive to the van der Waals radii used, since these dictate the
degree to which solvent can approach ionic substrates.

Giese and York [58] (GY) modified their MNDO/d+CPE model [56] for QM/MM
interactions to explicitly treat the charge dependence of the van der Waals forces.
In their approach, called OPNQ, the van der Waals correction was applied as a
post-SCF correction to the QM/MM energy; however, their approach can easily be
incorporated within the SCF procedure. The OPNQ model consists of charge de-
pendent repulsive and dispersion components. The repulsion energy is based on a
density overlap model which was motivated in form from the observation that the
Hartree-Fock repulsion of rare gas dimers could be reproduced from a parametrized
overlap of the unperturbed atomic densities [59, 60]. In the OPNQ model, the atomic
density is modeled by an atom-centered spherical Slater function whose exponent
was optimized to reproduce the homonuclear dimer density overlap as a function of
separation. The Slater exponent is then allowed to vary exponentially with respect to
charge, and this introduces an empirical parameter to describe charge dependence.
The dispersion model is a traditional multipole expression involving C6 and C8 dis-
persion coefficients which are damped in the short range by the Tang and Toennies
function [61, 62]. The expressions for the dispersion coefficients were taken from the
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work of Pellenq and Nicholson [63, 64] (PN), whom developed the equations from
perturbation theory. The PN equations give heteronuclear dispersion coefficients us-
ing 1-body parameters only. GY modified the PN equations, which depend on such
things as the dipole polarizability of the atoms, to include their charge dependence.

In their work [58], GY demonstrated that a standard Lennard-Jones model grossly
over-predicted the well-depth of rare gas-halide ion dimer potential energy curves
when they were parametrized to reproduce the neutral rare gas-halide dimer curves.
They further showed that the OPNQ model performed just as badly when the charge
dependence of the expressions were ignored, but the potential energy curves for both
the neutral and ionic dimers could be simultaneously be reproduced if the charge
dependence is considered.

14.2.3. Linear Scaling Electrostatic and Generalized Solvent Boundary
Methods

14.2.3.1. Linear Scaling Electrostatics

Linear scaling evaluation of the energy and forces is a prerequisite to the application
of the new and improved model Hamiltonians described in the previous sections
to simulations of large biomolecules. There are several methodological bottlenecks
inherent within ab initio methods, such as diagonalization of the Fock matrix, that
prevent linear scaling. The divide-and-conquer algorithm is one method for over-
coming the diagonalization problem [65, 66]; however, we here assume that the
quantum region is small and relatively independent of the size of the system and
that the remainder of the system is composed of molecular mechanical atoms. In this
case, only the long-range electrostatic interactions pose a major obstacle to achiev-
ing linear scaling. The two main approaches for overcoming this obstacle are Ewald
methods for periodic boundary simulations and fast multipole methods for stochastic
boundary simulations. The theory of these approaches are fairly standard and are not
repeated here. Instead we outline some of our recent contributions in these areas
below.

Recently, Nam, Gao and York (NGY) [67] reported a linear scaling semiempir-
ical QM/MM Ewald method and its incorporation into the CHARMM simulation
package. In order to take advantage of the optimized Ewald algorithms traditionally
used for static point charge distributions, they performed a Mulliken partitioning of
the electron density and treated the QM region as a series of point charges. The
QM charges are not static, however, and therefore they also developed Fock matrix
corrections to obtain a self-consistent wavefunction, which is required to compute
the analytic gradients. NGY also examined how much error is introduced into the
gradients when the Ewald Fock matrix correction was independent of the SCF cycles.

Giese and York (GY) [68] used the branch-free FMM algorithm of Watson et al.
[69] and the recursive bisection ideas of Perez-Jorda and Yang (PJY) [70] to create
an adaptive FMM for systems of particles composed of point multipoles, as opposed
to the trivial case of point charges (monopoles). GY spent most of their effort in
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developing an adaptive termination criteria, i.e., when to stop splitting the system,
and evaluating the stability of the adaptive divisioning of the system. More specif-
ically, GY chose to split the system either by: (1) a dividing plane in which the
child subsystems lie on either side of the plane, i.e., “fluc-splitting” or (2) dividing
the Cartesian rectangular box enclosing the system perpendicular to its largest edge,
i.e., “box-splitting”. Fluc-splitting gets its name from having chosen the location and
orientation of the dividing plane from the center of distribution and the eigenvector
of the largest eigenvalue from the 3×3 covariance matrix of the particle distribution,
respectively. GY found that box-splitting was superior to fluc-splitting because it
did not exhibit errors associated with the creation of subsystem shapes that are only
adequately modelled accurately with a large multipole expansion. They also found
that an adaptive termination criteria can be constructed to produce near-optimal per-
formance for systems composed of point charges or point multipoles, and for small
and large systems of various shapes.

14.2.3.2. Generalized Solvation and Solvent Boundary Methods

In some instances, it is not computationally feasible to treat all of the water molecules
explicitly such as in a large simulation cell with periodic boundary conditions. In
such cases, recourse must be taken into alternative methods to treat the generalized
solvation effects that integrate out the explicit degrees of freedom of the solvent
using a continuum or linear-response approach. In this section, we briefly describe
the current status of development of such methods in our group, including a smooth
COSMO solvation model and a variational electrostatic projection (VEP) method for
generalized solvation effects.

Smooth COSMO solvation model.We have recently extended our smooth
COSMO solvation model with analytical gradients [71] to work with semiempirical
QM and QM/MM methods within the CHARMM and MNDO programs [72, 73].
The method is a considerably more stable implementation of the conventional
COSMO method for geometry optimizations, transition state searches and potential
energy surfaces [72]. The method was applied to study dissociative phosphoryl trans-
fer reactions [40], and native and thio-substituted transphosphorylation reactions
[73] and compared with density-functional and hybrid QM/MM calculation results.
The smooth COSMO method can be formulated as a linear-scaling Green’s function
approach [72] and was applied to ascertain the contribution of phosphate-phosphate
repulsions in linear and bent-form DNA models based on the crystallographic struc-
ture of a full turn of DNA in a nucleosome core particle [74].

Variational electrostatic projection method.In some instances, the calculation of
PMF profiles in multiple dimensions for complex chemical reactions might not be
feasible using full periodic simulation with explicit waters and ions even with the
linear-scaling QM/MM-Ewald method [67]. To remedy this, we have developed a
variational electrostatic projection (VEP) method [75] to use as a generalized solvent
boundary potential in QM/MM simulations with stochastic boundaries. The method
is similar in spirit to that of Roux and co-workers [76–78], which has been recently



Unraveling the Mechanisms of Ribozyme Catalysis 385

10–12

10–9

10–6

10–3

100

R
E

L
E

302
590
1202
1730
3074
5810

0 5 10 15 20

r (Å)

10–12

10–9

10–6

10–3

100

R
E

L
E

302
590
1202
1730
3074
5810

VEP-RVM
ΔRpb = 2.0
ΔRcs = 4.0

VEP-RVM+cs
ΔRpb = 2.0
ΔRcs = 4.0

Figure 14-1. Left:Relative errors (RELE) in the force as a function of radial distance from the center of
the active dynamical region for the VEP-RVM charge-scaling method [80] for the solvated hammerhead
ribozyme at different discretization levels [151] of theω surface.Right: The projected total electrostatic
potential due to the fully solvated hammerhead ribozyme projected onto the VEP surface [80]

implemented into QM/MM simulations [79]. We have also developed a charge-
scaling implementation of the method [80] that delivers high accuracy (Figure 14-1).
Preliminary results suggest that the VEP method is more general and considerably
more accurate than methods based on multipole expansions (Figure 14-1).

14.3. SELECTED APPLICATIONS

In this section, we describe a sampling of applications that target different facets
of the problems associated with RNA catalysis. The applications range from the
study of small model phosphoryl transfer reactions in solution to chemical reactions,
metal ion binding and conformational events that occur in ribozyme systems. First,
phosphoryl transfer reactions in solution are examined, with the underlying goal of
determining reliable model chemistries that capture the essential features of the re-
action profile as characterized experimentally. Second, applications to ribozyme are
explored that examine different aspects of RNA catalysis. The chemical steps of
catalysis are explored in the hairpin ribozyme, a prototype ribozyme that does not
have an explicit catalytic divalent metal ion requirement. Next the role of divalent
metal ions are explored in a similar reaction catalyzed by the hammerhead ribozyme,
whereby changes in conformation and metal ion binding mode have been implicated
in proceeding from reactant to transition state. Finally, a very large-scale structural
rearrangement is studied in the L1 ligase riboswitch in order to explain the role of
conserved residues in stabilizing conformational intermediates. These applications
tie together several important factors that provide a broader understanding of the



386 T.-S. Lee et al.

interplay between chemical and conformational steps, and how they are affected by
metal ions and other solvent components to achieve catalysis.

14.3.1. Case Study: Comparison of DFT Functionals on Model Phosphoryl
Transfer Reactions

In recent years, density-functional theory has emerged as the computational quantum
chemistry method of choice for biological problems of medium size range (up to a
few hundreds of atoms) in applications that do not require extensive conformational
sampling. The field continues to advance in the accuracy of new functionals, the
improvement of algorithms and the functionality and computational performance of
software [81].

In the case of the development of new density-functional exchange-correlation
functionals, the current climate is one of rapid change. New functionals are being
turned out at an increasingly feverish pace. This wave of new functionals makes it
difficult for the community to assess their limitations and general reliability over a
sufficiently broad range of chemistry. The strategy we have thus far taken is not to
continually jump from one DFT functional to another as soon as a new functional
appears to have made incremental improvement. Instead, we have remained largely
with well-established functionals that have limitations that are well characterized and
understood. Moreover, the data which we accumulate in this way has greater impact
by allowing cross-comparison with other calculations such as those collected in the
QCRNAdatabase.

Nonetheless, we find it is important to periodically assess the state of the art and
reset our existing gold standard in order to progress. Up to this point, the majority
of our database calculations have been performed using the well-established hybrid
three parameter exchange functional of Becke [82, 83] coupled with Lee, Yang and
Parr (LYP) correlation functional [84]. This functional performs relatively well for
phosphate anions, but in general predicts barriers that are systematically too low,
in contrast to Hartree-Fock methods that are usually systematically too high. Re-
cently, new insights into the origin of the current limitations of density-functional
theory have been discussed [81]. One of the most important caveats that developers
have to deal with to improve B3LYP and other functionals of its generation is their
poor description of medium and long range correlation that give rise to intermolecu-
lar dispersion interactions. Several different approaches to improve dispersion have
been proposed such as perturbationally corrected functionals [85], the addition of
semiempirical correction terms [86–88], and the use of an exchange-hole dipole
moment model [89]. An alternate approach is to reparametrize existing functional
forms so as to better model mid-range correlation. By construction these models can
not reliably predict the long-range behavior of the dispersion energy, but if appropri-
ately reparametrized, can considerably improve short-range non-bonded interactions.
This latter approach has been adopted on a grand scale in the M05 and M06 suite
of density functionals [90]. Many of these functionals have been praised for their
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accuracy over a wide spectrum of applications [91, 92]. The current front-runner
recommended for main group chemistry is the M06-2X functional [93]. In this sec-
tion we compare B3LYP and M06-2X for the transesterification of a dinucleotide
reaction model, and for the pathological case of dissociation of thep-nitrophenyl
phosphate dianion.

14.3.1.1. Transesterification of a Dinucleotide Model

The transesterification reaction is at the core of the catalytic process in several proto-
type ribozymes such as the hammerhead and hairpin ribozymes discussed in the next
section, and thus the accurate modeling of this reaction is critically important for the
study of ribozyme catalysis (Figure 14-3). This reaction involves interaction between
the 2′ alcohol nucleophile of the RNA sugar with a highly negatively charged and
polarizable adjacent 3’ phosphate group. While in ribozymes it is generally believed
that the reaction proceeds via a general or specific acid/base catalytic mechanism
with indirect and, in some cases, direct chemical involvement of nucleobase func-
tional groups and metal ions along the reaction coordinate [94, 95].

The transesterification of phosphates in a dianionic state is a concerted transfor-
mation sporting a single transition state along the reaction path [96]. Both B3LYP
and M06-2X density functionals provide a similar description in terms of energet-
ics and geometry on the 2-D potential energy surface. When modeling reactions
occurring in biomacromolecules such RNA, the stationary points are an impor-
tant but incomplete set of data to analyze. Accurate modeling of ribozymes re-
quires capturing dynamic effects along the chemical step. These effects depend not
only on the reactant, transition state and product species, but also on the specific
shape and curvature of the multidimensional energy surface connecting reactant
and product.

The first and simplest approach to explore the shape of the potential energy sur-
face along the transesterification process is to follow the intrinsic reaction coordi-
nate from the transition state downhill to reactant and product (Figure 14-4). From
Figure 14-4 it is clear that the curvatures near the transition states are fairly dif-
ferent for each functional. B3LYP shows a steeper pathway uphill from the ligated
dinucleotide model than M06-2X, however, on the other side of the saddle point,
the descent to the cleaved product is less pronounced for B3LYP than for M06-
2X. Despite the differences in slope shown by these functionals, the curvature of
the potential energy surface at the transition state is similar for both profiles, and
yield similar imaginary frequencies (−153.22 and−168.42 cm−1 for B3LYP and
M06-2X, respectively). A more thorough approach to explore the potential energy
surface can be taken into account by computing a two dimensional surface where the
forming/breaking bond lengths are varied independently (Figure 14-5). Despite the
overall qualitative similarity of the potential energy surfaces computed with B3LYP
and M06-2X, there remain some quantitatively significant differences, emphasizing
the need for careful selection of the density functional for chemical reactions where
dynamical effects may be important to the reaction rate.
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14.3.1.2. Dissociation ofp-Nitrophenyl Phosphate

It is often convenient experimentally to utilize small molecule substrates such as
modified phosphates with enhanced leaving groups as reaction models. These com-
pounds serve as models for RNA transesterification or phosphoryl transfer of phos-
phate monoesters in kinases and phosphatases. One particularly useful chemical
probe for mechanistic studies is the moleculep-nitrophenyl phosphate (pNPP).
Phosphoryl transfer in pNPP can be easily followed spectrophotometrically, and al-
lows for kinetic isotope effects to be measured at primary (bridge) and secondary
(non-bridge) phosphoryl oxygen positions, as well as at the exocyclic nitro group
N position [97]. Sulphuryl substitution on the phosphate oxygen has been used to
investigate the kinetic and stereochemical aspects of phosphoryl transfer [97, 98].

The experimental barrier for the hydrolysis of dianionic pNPP is estimated to be
29.5 kcal/mol at 39◦C, while for the thio-substituted analogp-nitrophenyl thiophos-
phate (pNPTP) an approximate value of 27.9 kcal/mol has been observed [99, 100].
However, preliminary calculations of dianionic pNPP dissociation in solution using
QM/MM methods based on the AM1/d-PhoT model predict (incorrectly) a much
lower barrier. The origin of the problem can be traced back to the use of the B3LYP
functional used to generate the reference data from which AM1/d-PhoT was devel-
oped. Despite the fact that B3LYP has been demonstrated to be nearly as accurate as
much higher level methods for prediction ofrelativeproton affinity values [45], the
case ofp-nitrophenol is somewhat of an anomaly having a proton affinity value in
error of−4.2 kcal/mol, suggesting it is an even more enhanced leaving group to the
extent that, in solution, dissociation is nearly barrierless.

Figure 14-2 compares the potential energy curve for dianionic pNPP dissociation
using B3LYP (red) and M06-2X (blue) for dianionic pNPP (top) and pNPTP (bot-
tom). The potential energy curve for dianionic pNPP dissociation using B3LYP indi-
cates barrierless dissociation in the gas phase, whereas with the M06-2X functional,
there is a barrier of 2.3 kcal/mol. The situation is similar comparing the dianionic
pNPTP dissociation where again, B3LYP predicts a kinetically insignificant barrier
and M06-2X predicts a 4.6 kcal/mol barrier. In solution it is expected that the barrier
will be considerably increased due to solvent stabilization of the dianionic transition
state. The striking feature is that B3LYP predicts barrierless dissociation in the gas
phase, whereas M06-2X predicts a stable reactant species with activation energy
barriers of 2.3 and 4.6 kcal/mol. Although further investigation needs to be made of
this reaction profile in solution, the present results underscore the need to continue
to assess new DFT functionals for their accuracy and predictive capability in order
to determine the best, affordable quantum chemistry model from which high-level
reference data for phosphoryl transfer reactions can be generated.

14.3.2. Case Study: Chemical Steps of Catalysis in Hairpin Ribozyme

At first glance, it would seem that RNA enzymes, composed of fairly inert nucle-
obases connected by a sugar-phosphate backbone, are simply not equipped with
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Figure 14-2. Potential energy curves (relative to separated monoanions) for the dissociation of
p-nitrophenyl phosphate (pNPP) andp-nitrophenyl phosphorothioate (pNPTP) in the gas phase

Figure 14-3. Transesterification reaction of the dinucleotide model where the nucleophile-containing
ribose sugar is modelled by a tetrahydrofurane structure, whereas the cleaving sugar is further simplified
and modelled as a simple primary alcohol (ethanol)
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Figure 14-4. Intrinsic reaction coordinate for the transesterification of the dinucleotide model with
B3LYP and M06-2X functionals. Relative free energies of reaction and activation are provided in kcal/mol

Figure 14-5. Side by side comparison of the two-dimensional potential energy surface for the
transesterification reaction computed with B3LYP (left) and M06-2X (right)

an adequate array of chemical functional groups for effective catalysis. This is in
stark contrast to protein enzymes that have a fairly diverse repertoire of amino acids.
The central question that has gripped the community that studies RNA enzymes is,
simply, by what mechanisms can these molecules achieve catalysis [101]?

A number of factors have been implicated to be important for RNA catalysis,
including the involvement of functional groups of the nucleobases or RNA backbone,
divalent metal ions or other solvent components that might provide electrostatic
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stabilization or act as general acid and base catalysts [102, 103]. Nonetheless, there
currently exists no general consensus as to the origin of the catalytic proficiency
exhibited by ribozymes, nor any detailed mechanism that has been unambiguously
determined. In several small prototype systems, such as the hammerhead [104], hep-
atitis delta virus [105], and the L1 ligase [106] ribozymes, metal ions are essential
for catalysis as well as RNA folding. The dual role played by metal ions in these
systems complicates the identification of the chemical origins of catalysis and the
unambiguous determination of detailed mechanism [102].

In contrast, the hairpin ribozyme (HPR) [107, 108], which catalyzes the re-
versible, site-specific phosphodiester bond cleavage of an RNA substrate, is unique
in that the chemical steps of the reaction do not require involvement of a divalent
metal ion [107–111]. This lack of an explicit metal ion requirement [112] makes
the hairpin ribozyme an ideal target for theoretical studies aimed to characterize
the contribution of “generalized solvation” provided by the solvated ribozyme on
catalysis.

Here, we demonstrate with combined QM/MM simulations that the electrostatic
environment provided by solvated HPR active site lowers the cleavage activation
barrier up to 9 kcal/mol relative to the uncatalyzed transphosphorylation barrier in
aqueous solution, accounting for the majority of the experimentally observed rate
enhancement. Further work [54, 55] has gone on to explore in mode detailed mech-
anistic scenarios whereby A38 and G8 act as a general acid and base. The present
results suggest that the electrostatic environment of the solvated ribozyme active site
contributes significantly in achieving 106 to 107-fold rate enhancement of the phos-
phodiester cleavage [113–115] relative to the uncatalyzed, but spontaneous cleavage
of RNA molecule in aqueous solution [116, 117]. Without the aid of a divalent metal
ion, nor direct participation of nucleobase functional groups as a general acid or a
general base, the majority of the observed rate enhancement can be realized through
specific hydrogen bonding interactions (provided from G8 and other nucleobases)
and non-specific electrostatic interactions of the solvated ribozyme active site. In
the discussion that follows, the term “electrostatic solvation” is used to discuss the
electrostatic component of the “generalized solvation” provided by the ribozyme
environment.

The HPR in-line monoanionic mechanism considered in the present work are de-
picted in Scheme 14-1. This mechanism involves three reaction steps: (1) an initial
intramolecular proton transfer from the 2′-hydroxyl group to either the pro-R (O1P)
or the pro-S (O2P) non-bridging oxygen atoms of the scissile phosphate group, (2)
a nucleophilic attack from the 2′-hydroxyl oxygen at the phosphate center, and (3)
an exocyclic bond-cleavage of the leaving group from the phosphate center along
with a second intramolecular proton transfer from the phosphate non-bridging oxy-
gen to the leaving group. The proton transfer and nucleophilic substitution steps can
occur either in a stepwise or concerted fashion. To explore these possibilities, two-
dimensional reaction free energy profiles for the proton transfer and nucleophilic
substitution reaction coordinates have been determined using molecular dynamics
(MD) free energy simulations with a combined QM/MM potential along with density
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functional theory (DFT) corrections to the adiabatic pathways. In addition, the elec-
trostatic solvation free energies are determined for the reactant state, intermediate
states, transition states, and product states for both catalyzed and uncatalyzed reac-
tions to address the effects of electrostatic environment provided by the ribozyme on
the reaction.

14.3.2.1. Two-Dimensional QM/MM Potential of Mean Force Profiles

Simulations are based on the second transition state analog crystal structure (PDB
code 1M5O) [110] and performed using CHARMM [118] (version c32a2). Stochas-
tic boundary MD was performed in a solvated 25-Å sphere centered at the scissile
phosphate in the ribozyme active site using the all-atom CHARMM27 nucleic acid
force field [119] and TIP3P water model [120], with the AM1/d-PhoT quantum
model [33] and GHO method [121] for treatment of the QM/MM boundary. Full
details are described elsewhere [55]. Two-dimensional potential umbrella sam-
pling MD simulations [122] were performed, from which the potential of mean
force profiles were constructed using the weighted histogram analysis method
[123]. The reaction coordinates consist of a nucleophilic substitution coordinate,
ζ1 = R(P − O5′) − R(P − O2′), and a proton transfer coordinate,ζ2 = R(OX′ −
H2′) − R(ON B − H2′), whereON B is either O1P or O2P, and OX′ is O2′ for the
first (nucleophilic bond formation) step, and O5′ for the second (leaving group bond
cleavage) step. Each umbrella window was run for 17 ps of equilibration and 50 ps of
configurational sampling. The uncatalyzed model reaction consisted of a molecule
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of 2-hydroxyethyl methyl phosphate solvated with a 40-Å3 cubic box of 2038
water molecules and one Na+ ion. Simulations were carried out using QM/MM-
Ewald scheme [67] at 1 atm and 300 K. The computed free energy values were
further refined by density functional adiabatic energies computed at the B3LYP/6-
311++G(3df,2p)//B3LYP/6-31++G(d,p) level, in which “//” separates the level for
the refined single point energy from the level for geometry optimization. The same
geometry optimizations were carried out at the AM1/d-PhoT level in order to derive
approximate correction factors. Figure 14-6 shows the two-dimensional free energy
profiles for the uncatalyzed model transphosphorylation reaction in aqueous solution,
and catalyzed by the HPR along O1P and O2P pathways (Scheme 14-1). Table 14-1
lists free energy values corresponding to stationary points along the minimum free
energy path on the surface, determined from the QM/MM free energy simulations,
along with corrections at the DFT level to the activation and reaction free energy
values.

Figure 14-6. Two-dimensional free energy surfaces for in-line monoanionic mechanisms for the (A) un-
catalytic model reaction in solution, and the catalytic (B) O1P and (C) O2P pathways in the hairpin
ribozyme.ζ1 is defined asRP−O5′ − RO2′−P , andζ2 is RO2′−H2′ − RON B−H2′ for ζ1 < 0.0 Å and

RO5′−H2′ − RON B−H2′ for ζ1 > 0.0 Å, whereON B is for the O1P proton transfer in (B), and for the
O2P proton transfer in (A) and (C), respectively. The units for free energies and distances are kcal/mol
andÅ, respectively
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Table 14-1.Calculated reaction free energies and barrier heights (kcal/mol) for uncatalyzed model and
catalyzed transesterification reactions in solution and in the hairpin ribozymea

GBb TSPT1 INT1 TSNu
c INT2 TSCl Prod

Solnd O2P 19 19 32 31 37 0
(33) (33) (38) (2)

HPRe O1P 15 14 15 13 25 –7
(16) (16) (27) (–6)

O2P 12 11 14 13 21 –5
(18) (17) (21) (–4)

Expt Solnf 21 32 25 34
HPRg ∼20–21 ∼1

aThe values are those estimated from the 2-D PMF profiles described in the text and given in Figure 14-6.
A DFT correction (in parenthesis) of the semiempirical AM1/d-PhoT model is applied to the intermediate,
product, and transition states, respectively, based on active site model calculations.
bGeneral base (GB) activating the O2′ nucleophile.
cA DFT correction on the TSNu is based on the error of AM1/d-PhoT model at the TSPT1+Nu, in which
the nucleophilic attack (TSNu) is concerted with the proton transfer (TSPT1) in the gas phase.
dUncatalyzed model reaction in solution.
eCatalyzed reaction in the hairpin ribozyme.
fValues are estimated from references [152] and [153], which combine experimental and computational
values for the reaction free energies and activation energies of relevant reactions in solution.
gExperimental values for the hairpin ribozyme are taken from references [113–115].

14.3.2.2. Active Site Structure and Mechanism

Figure 14-7 shows representative snapshots of the transition states for the nucle-
ophilic substitution and exocyclic cleavage steps. The overall reaction may be char-
acterized by a sequence of proton transfer, nucleophilic attack, exocyclic cleavage,
and proton transfer steps. The rate-limiting step is the exocyclic bond-cleavage of the
leaving group from the phosphorus atom, followed by a barrierless proton transfer
to the departing O5′ alkoxide anion. The same trend is found both for the catalyzed
reaction in the ribozyme and the uncatalyzed model reaction in aqueous solution,
but the hairpin ribozyme markedly lowers the reaction barriers for each of the three
reaction steps and the free energies of the resulting intermediates. The greatest barrier
reduction occurs in the nucleophilic attacking step (a net decrease of 17 kcal/mol for
the O1P pathway and 18 kcal/mol for the O2P pathway relative to the uncatalyzed
reaction). For the rate-limiting step, the free energy barriers are lowered by 12 and
16 kcal/mol along the O1P and the O2P pathways, respectively, while experimental
estimation of barrier reduction is 13–14 kcal/mol. After the density functional cor-
rection at the B3LYP/6-311++G(3df,2p) level, the overall free energy barrier be-
comes 27 kcal/mol for the O1P pathway and 21 kcal/mol for the O2P pathway. These
results are in accord with the experimental estimate of 20–21 kcal/mol [113–115].
Nonetheless, this does not preclude alternate mechanisms with explicit nucleobase
involvement, such as A38 and G8 acting as a general acid and a general base catalyst
[110, 124, 125], that could further lower the barrier.
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Figure 14-7. Snapshots of the active site structures near the transition state of (top) the nucleophilic attack
and (bottom) the exocyclic cleavage for the in-line monoanionic O2P mechanism of cleavage transester-
ification in the hairpin ribozyme. The yellow and red colored cartoon is for the substrate and ribozyme
strands, respectively, and water molecules interacting with non-bridging oxygens and O5′ are shown
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These results explore the effects by which the change of the electrostatic envi-
ronment provided by the hairpin ribozyme relative to that of aqueous solution affects
the rate of the transphosphorylation reaction. Since the specific mechanisms explored
here do not involve direct intervention of any nucleobases as a general base or general
acid in the catalysis, the computed change in the free energy barriers is mostly due
to the change of the heterogeneous electrostatic environment in the HPR active site
relative to that of bulk solvation by water. The direct electrostatic solvation by the
ribozyme and water lowers the overall free energy barrier by 7 and 9 kcal/mol for
the two reaction paths corresponding to an initial proton transfer to either of the
two non-bridging phosphate oxygen atoms. The results suggest that the non-specific
interactions in HPR are sufficient to account for the majority of the observed change
of barrier heights without the involvement of a metal ion and general acid-base
catalysis by active site nucleobases. The in-line monoanionic mechanism establishes
a baseline mechanism that invokes only the generalized solvation and specific hy-
drogen bonding interactions provided by the ribozyme environment, and provides a
departure point for the exploration of alternate mechanisms where participation of
nucleobases in the active site play an active chemical role.

14.3.3. Case Study: Role of Divalent Metal Ions in Hammerhead
Ribozyme Catalysis

The hammerhead ribozyme (HHR) catalyzes the same type of transesterification re-
action as the hairpin ribozyme, which involve the site-specific attack of an activated
2′OH nucleophile to the adjacent 3′ phosphate, resulting in cleavage of the P-O5′
phosphodiester linkage to form a 2′,3′ cyclic phosphate and a 5′ alcohol. However,
unlike the hairpin ribozyme that has no divalent metal ion requirement for catalysis,
the hammerhead ribozyme, under physiological conditions, requires divalent metal
ions to promote its catalytic step [7, 104]. Recent crystallographic studies of a full
length HHR have characterized the ground state active site architecture [126] and its
solvent structure [127], including the binding mode of a presumed catalytically active
divalent metal ion in the active site. These findings have reconciled a long-standing
controversy between structural and biochemical studies for this system [128]. It is
still not clear, however, what are the roles of the divalent ion in the active site. Re-
cently, large scale molecular dynamics simulations using both molecular mechanics
and hybrid QM/MM potentials have been used to explore the structure and dynamics
at different states along the catalytic pathway in order to shed light on the possible
role of divalent ions in the catalytic mechanism [52, 53].

14.3.3.1. HHR Folds to Form an Electrostatic Negative Metal Ions Recruiting
Pocket

One of the recent crystallographic structures of the full length HHR identifies five
well-defined divalent ion binding sites, one of them (the C-site) being located in
the catalytic pocket and being suggested to have a direct role in catalysis [127].
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In order to probe cation occupation in the active site in the absence of Mg2+ ions,
we examined Na+ distributions in the reactant and activated precursor (deprotonated
2OH’ nucleophile) states. It has been noted in the recent literature that the modeling
of ions in highly charged systems such as HHR affords tremendous challenges with
regard to simulation time scales [129]. This section presents the results of series of
five 300 ns simulations of the full length HHR, in both the reactant and activated
precursor states, in order to ascertain the cation occupation requirement of the active
site to maintain catalytic integrity.

The 3D density contour maps for the Na+ ion distribution determined over the last
250 ns of simulation (Figure 14-8) show that the overall highest probability Na+ oc-
cupation sites were concentrated in the active site for both the reactant and activated
precursor. This suggests that the HHR folds to form a strong local electronegative
pocket that is able to attract and bind Mg2+ if present in solution, or recruit a high
local concentrations of Na+ ions in the absence of Mg2+.

Figure 14-8. The 3D density contour maps (yellow) of Na+ ion distributions derived from the activated
precursor simulation. The hammerhead ribozyme is shown in blue with the active site in red. Only the
high-density contour is shown here to indicate the electrostatic recruiting pocket formed in the active site
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14.3.3.2. The Bridging Mg2+ Induces a Significant pKa Shift of the General
Acid

The first published crystal structure of the full length HHR [126] in which there was
no solvent or ions resolved showed A9 and the scissile phosphate in close proximity,
consistent with the interpretation of thio effect measurements [130], and the G8:O2′
and G12:N1 poised to act as a general acid and base, respectively, as proved in
previous photocrosslinking [131] and mutation experiments [132]. Given the strong
evidence that Mg2+ participates directly in the catalytic process together with the
spatial proximity of the A9 and scissile phosphate, made the placement of an Mg2+
ion in bridging position a reasonable assumption.

We have explored the role the Mg2+ ion placed at the bridging position in the
reactant state, the early transition state (ETS), and the late transition state (LTS)
[52, 53]. In these studies we have used specifically designed molecular mechanics
residues that are able to reproduce the geometry and charge distribution in the early
and late transition states of the phosphoryl transfer reaction [46]. The Mg2+ ion
remained in the bridging position for the entire duration of the three simulations,
displaying different potential roles at specific points of the reaction pathway. In
the ETS simulation (Figure 14-9, left panel), the Mg2+ ion is directly coordinating
G8:O2′ to induce a possible shift in its pKa to act as a general acid, while in the LTS

Figure 14-9. Snapshots from the simulations of the early transition state mimic (left) and the late tran-
sition state mimic (right), indicating the Mg2+ ion direct coordination (green lines) and key hydrogen
bonds and indirect Mg2+ coordination (dotted lines). For clarity, the water molecules are not shown
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simulation (Figure 14-9, right panel), the Mg2+ ion acts as a potential Lewis acid
catalyst to stabilize the leaving group, being poised to assist proton transfer from the
G8:O2′ .

Hybrid QM/MM simulations were performed to further probe the role of the
bridging Mg2+ ion [52]. The spontaneous proton transfer from the implicated gen-
eral acid, G8:O2′ , to the leaving group, C1.1:O5′ was observed within the first ns
of QM/MM simulation, confirming our assumptions about the role of the bridging
Mg2+ ion in the catalytic step of HHR. Thus, our simulation results supported the
supposition that a single bridging Mg2+ ion could assist in the cleavage step in
HHR catalysis by acting to increase the acidity of the 2OH’ of G8. The Mg2+ at
the bridging position also preserves the integrity of the active site structure, and
may serve as an epicenter in the transition state that coordinates the A9 and scissile
phosphates, G8:O2′ general acid and C1.1:O5′ leaving group.

14.3.3.3. The Accumulation of the Negative Charge in the Precursor State
Causes the Migration of the Mg2+ Ion from the C-Site to the Bridging
Position

Recently, a joint experimental/theoretical study has been reported of the full length
hammerhead structure with resolved solvent and metal ions [127]. In this structure
a resolved Mn2+ ion in the active site was not positioned in a bridging position as
postulated in our previous simulations; instead, it binded G10.1:N7 and A9:O2P (the
C-site). We performed simulations with a Mg2+ initially placed at the C-site for
different stages along the reaction pathway [52]. The results, shown in Figure 14-10,
suggest that the Mg2+ in fact migrates from the C-site to the bridging position in the
transition states and the deprotonated reactant state. This migration is caused by the
accumulated negative charge at the cleavage site after the general base step.

In summary, our simulation results draw a possible picture of the roles of Mg2+
in supporting the catalytic step of HHR. First, HHR folds to form an electronegative
cation recruiting pocket that attracts a Mg2+ ion to the C-site. The ion moves to the
bridging position between A9 and the scissile phosphate either upon deprotonation of
the 2OH’ nucleophile, or formation of the dianionic transition state. In this position,
the Mg2+ ion is poised to provide direct electrostatic stabilization of the transition
state and the accumulating negative charge on the leaving group. Moreover, the
Mg2+ shifts the pKa of the general acid (G8:O2′ ), and after the proton transfer to the
leaving group, reverts back to stabilize the conjugate base. This mechanistic interpre-
tation is supported by the present simulations, and is consistent with a considerable
body of experimental work. First, the thio/rescue effect experiments [130] support
a mechanism in which a single metal cation bound at the C-site in the ground state
acquires an additional interaction with the scissile phosphate in proceeding to the
transition state. Second, kinetic studies [133], photocrosslinking experiments [131]
and mutational data [132, 134, 135] implicate G8 and G12 as possible general acid
and base. Lastly, recent studies involving metal ion titrations suggest that the pKa

of the general acid is down- shifted by around 4–7 pKa units in a metal-dependent
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manner, correlated with the metal pKa [94], and indicate that divalent metals may
play a specific chemical role in catalysis [136].

These results represent an important first step in the detailed characterization of
the structure, dynamics and free energy profile for the full length HHR catalytic
mechanism. Together with experiment, it is the hope that a consensus will emerge
that explains the detailed molecular mechanisms of hammerhead ribozyme catalysis,
and in doing so may provide new insight into the guiding principles that govern RNA
catalysis.

14.3.4. Case Study: Conformational Transition in the L1 Ligase Ribozyme

RNA is characterized by a large and diverse ensemble of conformations that inter-
change on time scales that range from femtoseconds to microseconds [137]. This
conformational variability allows RNA molecules to be designed to allow binding
and catalytic activity (to be allosterically controlled) such as in the case of aptamers
and aptazymes [138], or have the ability to regulate gene expression by binding small
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molecules such as in the case of riboswitches [139]. However, due to RNA’s rugged
conformational landscape, structural biology methods such as X-ray crystallography
and NMR face challenges to capture an accurate, complete picture of the range of
important conformations, and their time scales, that might play important roles in
function [140]. On the other hand, molecular simulation methods provide a wealth
of detail into both structure and dynamics, and offer a powerful tool to complement
structural biology, biochemical and biophysical experiments.

In this section, we report molecular simulations on the large-scale conformational
transition of the L1 ligase ribozyme from an inactive to a catalytically active state.
L1 Ligase ribozyme functions as anallosteric molecular switchor aptazymeand
was iteratively optimized byin vitro selection to catalyze regioselectively and re-
giospecifically the 5′ to 3′ phosphodiester bond ligation (nucleotidyl transfer reac-
tion) with the possibility to be controlled (activated) by small molecules, peptides
and even proteins [141–144]. An unique feature of L1 ligase is its intrinsically
flexible non-canonically base paired ligation site, a characteristic possessed only
by two other ligase ribozymes [145, 146]. There is no naturally occurring lig-
ase ribozyme and moreover, among the synthesized ligases ribozymes there are
only five that accomplish their function in an regiospecific and regioselective way
[141, 146–149].

L1 ligase’s large intrinsic flexibility was revealed by the recent crystal structure
of the ligation product of a reduced size variant with two vastly different conformers,
differing by reorientation of one of the stems by around 80Å, that were resolved in
the same asymmetric cell [106]. Based on the presence/absence of specific contacts
between distant conserved parts including the ligation site and a totally conserved
residue, U38, one of the conformers was postulated to represent the catalytically
active oronconformation, the other the inactive oroff one [106].

We have explored the coupled on–off conformational switch in L1 ligase using
large scale molecular dynamics simulations for more than 600ns departing from
both active and inactive conformations (Figure 14-11). Based on the crystal struc-
ture of the two conformers, we identified a limited set of four virtual torsions (out
of a total of 142) that can be used to distinguish between the active and inactive
conformations found in crystal, They were denoted asθ18, θ37, θ44, andη38, and
were defined following Ref. [150]. These virtual torsions span two conserved and
restricted regions located in the three-way junction and a loop that contains U38,
the conserved residue that is postulated to be responsible for allosteric control of the
catalytic step [106, 141–144].

The conformational rearrangement in the three-way junction and the U38 loop
transition can both be mapped by monitoring the four virtual torsions, and occur on
different time scales. The U38 loop transition occurs on the order of tens of nanosec-
onds, whereas the rearrangement of the three way junction is estimated to occur on a
time scale longer than 0.4μs. On this time scale of our simulations (several hundred
of ns) the L1 ligase in its inactive conformation was predicted to cover approxi-
mately a third of the complete 80̊A conformational switch (Figure 14-11). Since
this transition might correspond to the rate-controlling step of L1 ligase catalysis, it
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Figure 14-11.Snapshots from the conformational switch path explored in the vicinity of the active con-
formation (unfolded docked conformation) and starting from the inactive (undocked) conformation found
in crystal. Stems A and B were aligned (best fitted) and are shown inyellow, different instances of stem C
are shown in stick representation with different colors. A schematic of the non-canonical binding scheme
of the ligation site is shown in theright paneland the general mechanism of ligation in theleft panel

is of interest to identify the dynamic hinge points and stabilization of conformational
intermediates that allow the transition to occur.

The overall fluctuations in the active conformation of the reactant and product
states were restricted to a reduced portion of the available conformations due to
distant tertiary contacts between U38 loop and the ligation site (RMSD∼ 4.2Å). In
the absence of these tertiary contacts, the fluctuations are significantly larger (RMSD
∼ 6.7Å) in the vicinity of the active conformation or∼ 7.9Å in the inactive form).
The origin of these large variations were traced to fluctuation of the restricted region
of the junction, with all the other structural elements remaining close to their starting
structures. The large fluctuations observed in the simulations were accompanied by
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the formation of new contacts not observed in any of the crystal structure between
two conserved portions of the L1 Ligase: stem B and U19. Given their conserved
nature we postulate that these contacts have to play an important role in stabilization
of intermediary states along theconformational switch – catalytic steppathway.

The non-canonically base-paired ligation site shows a high degree of variability,
and visits three distinct conformational states characterized by specific hydrogen
bonding patterns between GTP1 on one side and G2:U50, U38:A51 and G52:U71
base pairs. The ligation reaction takes place between GTP1 and U71, and simulations
were performed from two different initial arrangements of the reactant state differing
in the conformation of the GTP1 triphosphate conformation and its ion coordination.
Simulations of the ligation site predicted formation of conformational states where
the U71:O3′ atom, the nucleophile, makes close contacts to a potential general base,
GTP1:O2α. The formation of these contacts was highly correlated with ligation site
being in either the first or the third hydrogen binding pattern and absent when visiting
the second one, suggesting that the L1 ligase catalysis might be facilitated by these
specific hydrogen bonding patterns which are a direct result of the non-canonically
base-paired ligation site and the intrinsic flexibility of the molecule.

The present simulation results have identified important hinge points in the con-
formational transition from inactive to active forms of the L1 ligase, and charac-
terized interactions that stabilize intermediates along the transition pathway. The
insights gained from these simulations are a first step toward a detailed understanding
of the coupled catalytic/conformational riboswitch mechanism of L1 ligase that may
ultimately enhance the future design and engineering of new catalytic riboswitches.

14.4. CONCLUSION

In this chapter, we present a description of a multiscale simulation strategy we
have developed to attack problems of RNA catalysis. Ribozyme systems, due to
the high degree of charge, strong interaction with ions and other solvent compo-
nents, and large conformational variations that are coupled with the chemical steps of
catalysis, present special challenges not present in typical protein systems, and con-
sequently demand new methods. The main methodological components are herein
summarized, including the assembly of theQCRNAdatabase, parametrization of
the AM1/d-PhoT Hamiltonian, and development of new semiempirical functional
forms for improved charge-dependent response properties, methods for coupling
many-body exchange, correlation and dispersion into the QM/MM interaction, and
generalized methods for linear-scaling electrostatics, solvation and solvent boundary
potentials. We then present results for a series of case studies ranging from non-
catalytic reaction models that compare the effect of new DFT functionals, and on
catalytic RNA systems including the hairpin, hammerhead and L1 ligase ribozymes.
The ultimate goal of this work is to develop new multiscale computational tools and
bring them to bear on the study of the mechanisms of RNA catalysis. The results may
serve to aid in the interpretation of experiments, provide a deeper understanding of
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ribozyme mechanisms, and unravel guiding principles for RNA catalysis that may
facilitate the design of new technology.
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77. Im W, Berǹeche S, Roux B (2001) J Chem Phys 114:2924.
78. Banavali NK, Im W, Roux B (2002) J Chem Phys 117:7381.
79. Schaefer P, Riccardi D, Cui Q (2005) J Chem Phys 123:014905.
80. Gregersen BA, York DM (2006) J Comput Chem 27:103.
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