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1 INTRODUCTION

Computer simulation provides a tool of enormous potential  impact in problems of
biocatalysis.1 From a theoretical perspective, ribozymes present several features that make
them more difficult to model relative to most proteins. RNA is inherently highly charged
and  interacts  strongly  with  monovalent  and  divalent  metal  ions  and  solvent.  Careful
treatment of long-range electrostatics is critical, as is the inclusion and equilibration of a
sufficiently extensive solvation and ion atmosphere.  The importance of quantum many-
body effects such as polarization and charge transfer, which are neglected in conventional
molecular mechanical force fields, is amplified in RNA simulations.  Reactions catalyzed
by RNA can exhibit fairly large scale conformational changes, such as those encountered
in the hammerhead ribozyme, that either precede or occur in concert with reactive chemical
steps. The chemistry of many RNA-catalyzed reactions, such as transphosphorylation and
phosphate hydrolysis, involves ionic interactions, large polarization effects and transitions
between tri-, tetra- and pentavalent phosphorus that require an accurate d-orbital quantum
model  for  a  proper  description.  Reliable  molecular  simulations  of  phosphoryl  transfer
reactions,  therefore,  need  to  take  into  account  accurate  quantum  models,  complex
macromolecular, ionic and solvent environments, and extensive conformational sampling.
Consequently, making accurate predictions about the mechanism and rates of phosphoryl
transfer reactions requires theoretical methods that are robust and reliable over a broad
range of time and length scales.

The  present  work  describes  a  multi-faceted  theoretical  approach  toward  the
development  of  methods  that  allow simulations  of  phosphoryl  transfer  reactions  to  be
performed with increased reliability  and predictive  capability.   The focus  is  to  outline
recent  progress in  the design of new multi-scale  quantum models to study phosphoryl
transfer  reactions  in  non-enzymatic  and  enzymatic  environments.   Here,  “multi-scale”
implies the integration of a hierarchy of methods that simultaneously span a broad range of
spatial  and  temporal  domains  and  work  in  concert  to  provide  insight  into  complex
problems.



2 METHODS

The present work describes an approach toward the design of multi-scale quantum models
for phosphoryl transfer reactions. In this section, a brief overview is given of some of the
general theoretical methods and computational details

2.1 Density-functional calculations

Density-functional  calculations,  unless  otherwise  stated,  were  performed  using  the
B3LYP  exchange-correlation  functional2,  3  with  the  6–31++G(d,p)  basis   set   for
geometry  and  frequency  calculations  followed  by  single-point  energy  refinement with
the  6–311++G(3df,2p)  basis  set  in  a  manner  analogous  to  recent  studies  of  biological
phosphates.4–7  Energy  minimum  and  transition  state  geometry  optimizations  were
performed  in  redundant  internal  coordinates  with  default  convergence  criteria,8  and
stability conditions of the restricted closed shell  Kohn-Sham determinant for each final
structure were verified.9, 10   Frequency calculations were performed to establish the nature
of all stationary points and to allow evaluation of thermodynamic quantities.  Solvent was
treated  using  the  PCM  solvation  model.11,  12   Due  to  instabilities  in  the  geometry
optimization  of  the DFT calculations  on the  solvated  potential  energy  surface,  solvent
corrections were taken into account by single point calculations at the gas phase-optimized
B3LYP/6–31++G(d,p)  geometries,  as  in  previous  work.4–7 All  density-functional
calculations, unless otherwise stated, were performed with the GAUSSIAN0313  suite of
programs.

2.2 Semiempirical calculations

All semiempirical/implicit solvation calculations were performed using a modified version
of the MNDO97 program,14  and often employ the combined MNDO/d Hamiltonian15 and
smooth COSMO method.16  Details of the method, implementation and testing have been
presented elsewhere.17, 18   Convergence criteria for the SCF energy was 10 6−   eV, and for
geometry optimizations was 1.0 kcal/mol/Å on the gradient norm. Unless otherwise stated,
solvation calculations used a discretization level of 110 points per sphere, smooth COSMO
switching parameter s =1.0, and shift parameter   0.5 as described in detail elsewhere.≈ 17

The MNDO/d and smooth COSMO methods have been implemented into the MNDO97
code14 and  interfaced  to  the  CHARMM  molecular  modeling  package19 and  will  be
available in future MNDO and CHARMM releases.

2.3 Hybrid QM/MM calculations

Hybrid QM/MM calculations were performed using the MNDO97 program14  interfaced
with  CHARMM.19  Activated  dynamics  calculations  were  performed  using  either
stochastic boundary molecular dynamics (SBMD)20,  21  without cut-off, or else full cubic
periodic boundary conditions using a recently introduced linear-scaling QM/MM-Ewald



method22  that  employs  the  smooth  particle  mesh  Ewald  (PME)  method.23,  24  Unless
otherwise stated, simulations were performed at constant temperature (298.15 K) with a 0.5
fs integration time step, and used the TIP3P water model25  with SHAKE constraints26 on
the internal water geometries.  Potential of mean force (PMF) profiles were determined
using umbrella sampling27 and the weighted histogram analysis method (WHAM).28

3 RESULTS AND DISCUSSION

3.1 Density-functional calculations of phosphoryl transfer reactions

Scheme 1 RNA transesterification

As an illustrative example of a model phosphoryl transfer reaction, consider the cleavage
transesterification  reaction  (Scheme  1)  that  occurs  in  RNA,  and  is  catalyzed  by  the
prototype RNA enzymes such as the hammerhead29,  30 and hairpin31,  32 ribozymes.  One
method to probe the mechanism of ribozymes is to introduce chemical modifications at
specific sites, 33–38 and make mechanistic inferences from the measured change in reaction
rate.  A  commonly  applied  modification  involves  the  substitution  of  key  phosphoryl
oxygens with sulfur.33,  35,  38–40 A subsequent change in the reaction rate is called a thio
effect, and can provide insight into the specific role these positions play in the biological
reaction.  However, it is often the case that multiple mechanistic pathways are able to fit
the observed kinetics equally well.41   Theoretical methods offer a potentially powerful tool
to aid in the mechanistic interpretation of experimental kinetic data and provide additional
atomic-level insight into the structural and chemical reaction dynamics.1, 42–44



Scheme 2 In-line dianionic mechanism of ethylene phosphate methanolysis (a reverse-
reaction model for RNA phosphate transesterification)

Consider  the  dianionic  in-line  mechanism  of  methanolysis  of  ethylene  phosphate
(Scheme 2)  as  reverse  reaction model  for  RNA  transesterification.   Table  1  lists  the
forward/reverse   rate-controlling   free   energy   barriers   for   dianionic
methanolysis/transesterification reactions in the gas phase and in solution. The focus here
is to highlight key results for the solution barriers, a full discussion of both gas-phase and
solution data are provided elsewhere.45 Solvent has a tremendous stabilization effect for all
the dianionic reactions. In general, sulfur substitution tends to yield lower solvation free
energies, due to the larger size and more delocalized concentration of negative charge of
sulfur.

Table 1 Forward  and  reverse  rate-controlling  free  energy  barriers  for  dianionic
methanolysis reactions in the gas phase and in solutiona

aRelative free energy values (kcal/mol) in the gas phase (G ‡) and in solution (G ‡
aq) for the

rate-controlling transition state of the forward (Fwd) dianionic methanolysis reaction (i.e.,
relative  to  the  reactants  at  infinite  separation),  and  of  the reverse  (Rev)  dianionic
transesterification reaction (i.e., relative to the product state). Shown in parentheses are the
relative free energy differences (G ‡ and G ‡

aq) with respect to the native reaction.

Overall,  in  aqueous  solution  for  both  forward  (methanolysis)  and  reverse
(transesterification)  reactions,  only  moderate  rate  changes  with  thio  substitution  are
predicted at the non-bridging phosphoryl oxygen positions.   This result is consistent with
experimental results for RNA analogs with non-bridging thio substitutions that exhibit only
modest thio effects.46–48   Substitution at the bridging O3´   position leads to a decrease in the
activation barrier by 3.3–4.8 kcal/mol.  This is consistent with the experimentally observed
200-fold49 and 2000-fold50 rate enhancements observed for base-catalyzed hydrolysis of 3
´-thio modified RNA dinucleotides.  Thio substitution at the O2´   position has a moderate
effect on the forward methanolysis activation barrier, and also a considerable increase in
the  reverse  transesterification  barrier  that  ranges  from  22.7–26.3  kcal/mol.   This  is
consistent with kinetic measurements for modified 2´-thio ribonucleotides51 that indicate



thiolate attack to the phosphate center is 107 times slower than the corresponding alkoxide.
Thio substitution at the O5´ position results in the largest forward activation barrier (51.5–
55.9 kcal/mol).  These results are consistent with the increased stability of the 5´ thiolate
leaving group as indicated by lower theoretical and experimental pKa values of thiols with
respect to the corresponding alcohols,52, 53  and by the experimentally observed increase in
rate constants for transphosphorylation with enhanced leaving groups.39, 54–56

The application highlighted above represents one example of the use of DFT methods
to elucidate key factors that influence reactivity in phosphoryl transfer reactions.  In order
to perform simulations of phosphoryl transfer reactions with multi-scale quantum models,
many such DFT calculations need to be performed in order to create the data necessary to
design new semiempirical  Hamiltonian models for use in hybrid QM/MM simulations.
Toward this end, a large database of Quantum Calculations for RNA catalysis, QCRNA,
has been constructed.  The database currently contains over 1,700 molecular structures and
complexes and 200 chemical mechanisms relevant to phosphoryl transfer, and has recently
been made available on-line at http://riesling.chem.umn.edu/QCRNA.

3.2 Hybrid QM/MM simulations of phosphoryl transfer reactions

A particularly useful strategy to study chemical reactions in complex aqueous biological
environments  is  to  perform  activated  molecular  dynamics  simulations  with  hybrid
QM/MM  potentials57–60 to  derive  reaction  free  energy  profiles  for  different  possible
mechanistic pathways. A key factor in these simulations is to employ quantum methods
that are sufficiently accurate and efficient to derive reliable free energy results.

Figure 1 Free  energy  profiles  for  native  and  thio-substituted  dianionic
transesterification reactions. 



Figure  1  shows the  free  energy  profiles  for  the  native  (unsubstituted)  and  sulfur-
substituted in-line dianionic attack mechanism of transesterification.  The trends observed
are qualitatively similar to those derived from DFT with implicit solvation discussed in the
previous  section.   A  detailed  discussion  of  the  QM/MM  profiles,  average  geometric
parameters and relative free energy values has been presented elsewhere.61  The focus here
is to highlight the role of explicit solvation on the mechanism and barriers.

Solvation plays a key role in stabilizing the dianionic reactive intermediates. Figure 2
illustrates  the  change  that  occurs  in  the  radial  distribution  function  of  water  oxygens
around the nucleophilic (2´) and leaving group (5´) positions as the reaction proceeds.  In
the transesterification reaction, as the activated 2´ nucleophile approaches phosphorus in
the endocyclic bond formation step, it must become partially de-solvated. The barrier to
de-solvation raises the free energy for TS2´ more for the doubly thio-substituted reaction
than the native reaction due to the larger size of the non-bridging sulfur atoms. In the rate-
controlling exocyclic cleavage step, the 5´ leaving group becomes solvated as the reaction
proceeds as indicated by the appearance of an ordered solvation shell in Fig. 4.  Hence, the
thio substitution exhibits electronic effects as well as solvation effects, each of which is
sensitive to the position of the thio substitution. For thio substitution at the non-bridging
position, the solvation effect appears dominant, whereas at the bridging nucleophilic and
leaving group positions, the electronic effects have the greatest influence.

Figure 2 Radial  distribution  functions  of  water  oxygens  (Ow)  around  the  O2´
nucleophile  (left)  and O5´  leaving  group  (right)  as  a  function  of  reaction  coordinate
(reactant state is in the background, product state is in the foreground) for the doubly
thio-substituted reaction.

3.3 Smooth implicit solvation models

There is growing interest in the development of implicit solvation models that can be used
simultaneously with molecular simulation and linear-scaling electronic structure methods
to address complicated biological problems.  Certain solvation methods, particularly those
of  the  “boundary  element”  type,62  are  among  the  most  widely  applied  in  electronic
structure calculations.11,  63  Incorporated into electronic structure or molecular mechanics
methods,  implicit  solvation  models  provide  a  powerful  tool  to  study  solution-phase
molecular properties,  chemical  reactions,  and molecular dynamics.   Consequently,  it  is



important to ascertain the reliability of new and existing quantum and solvation models in
order to design improved multi-scale quantum models for these reactions.

Recently,  a  smooth  COSMO  model16   has  been  introduced  that  circumvents
many  of  the  problems  encountered  by conventional boundary-element methods through
the use of Gaussian functions for expansion of the reaction field surface charges and a
differentiable switching layer that allows new surface elements to appear and disappear
smoothly with respect  to the energy.  The method has  been implemented with analytic
gradients17 within  a  d-orbital  semiempirical  framework15,  64 and  applied  to  phosphoryl
transfer reactions.18

Figure  3  compares  PMF  profiles  derived  from QM/MM simulation  and from the
MNDO/d-smooth COSMO (MNDO/d- SCOSMO) method for the transesterification of 3
´-ribose,  5´-methyl  phosphodiester  and  the  doubly  thio-substituted  derivative.  The  two
methods  agree  well  for  both  profiles,  each  predicting  similar  transition  states  and
intermediates. The MNDO/d- SCOSMO requires a fraction of the computational cost of
the explicit QM/MM simulation. One of the key results that arise from this comparison is
that the use of the present MNDO/d-SCOSMO model may afford an avenue for efficient
parameterization of QM/MM van der Waals radii that are key to obtain reliable free energy
profiles of reactions that involve ionic species.65 A large number of radii can be examined
rapidly using the MNDO/d-SCOSMO model, and the most promising sets of radii can then
be applied in the more expensive QM/MM simulations.

Figure 3 MNDO/d-SCOSMO and QM/MM reaction profiles of the transesterification
of 3´-ribose,  5´-methyl phosphodiester in the native (top) and doubly sulfur-substituted
(bottom) forms. The reaction coordinate is defined to be r2  r− 1. Shown are the relaxed
solution-phase energy profiles optimized with MNDO/d-SCOSMO (black), the potential of
mean force profile obtained from hybrid QM/MM simulation in explicit solvent (blue), and



the difference between the two curves (red). All energies (kcal/mol) are with respect to the
reactant.

3.4 Linear-scaling electrostatic and solvation methods 

3.4.1  Linear-scaling Ewald method for hybrid QM/MM calculations

In hybrid QM/MM potential  models,  the electrostatic  environment affects  the quantum
electronic polarization of the solute66 and plays a significant role in the stabilization of
macromolecules in solution67 and the rate enhancement of some enzymes.68   Consequently,
it  is  critical  to  compute  long-range  electrostatic  interactions  accurately  in  QM/MM
simulations  of  biochemical  reactions.   Nonetheless,  due  to  the  lack  of  availability  of
algorithms that extend linear-scaling electrostatic methods to hybrid QM/MM potentials, a
large percentage of QM/MM applications routinely employ electrostatic cut-offs.69

The present section highlights a recently developed linear-scaling Ewald method for
efficient calculation of long-range electrostatic interactions in hybrid QM/MM simulations
using semiempirical quantum models.  Details of the method and simulations have been
presented elsewhere.22 To characterize the effects of treatment of long-range electrostatic
interactions on QM/MM free energy profiles, the dissociative phosphoryl transfer reaction
of acetyl phosphate (Figure 4) was examined using the semiempirical MNDO/d model.15, 27

Comparisons  were  made  between  periodic  boundary  molecular  dynamics  (PBMD)
simulations using QM/MM-Ewald method and using spherical electrostatic cut-offs.

The  effect  of  cut-off  on  the  PMF profile  for  the  dissociative  phosphoryl  transfer
reaction of acetyl phosphate (Figure 4) is dramatic. The free energy of dissociation from
current PMF profiles with QM/MM-Ewald method is 6.8 kcal/mol for acetyl phosphate,
and the activation free energy barrier is 12.2 kcal/mol. The effect of cut-off in the PBMD
simulations raised the activation free energy barrier to 13.8 kcal/mol (an increase of 1.6
kcal/mol, or 13%). The effect of cut-off for this reaction is to cause an artificial linear drift
in the PMF profile at fairly large separation, and raise the activation free energy barrier at
short distance. This artifact vanishes when the QM/MM-Ewald method is employed. The
cut-off results are comparable to those of Bader and Chandler,70  in which PMFs of like-
charged anions increased with inter-ionic distance, while PMFs using Ewald sum become
flat at long range. Despite the known problems associated with the use of electrostatic cut-
offs, the majority of present day applications of QM/MM methods routinely employs cut-
offs in simulations of biological reaction dynamics.69   Consequently, the present method
offers  an  important  extension  of  linear-scaling  Ewald  techniques  to  hybrid  QM/MM
calculations of large biological systems.



Figure 4 Free energy profiles from PBMD simulations using hybrid QM/MM-Ewald
sum  potential  (solid  blue  line)  and  with  11.5  A  cut-off  (dashed  red  line)  for  the
dissociation of acetyl phosphate (CH3CO 2−  · · · PO 3−  ) in water.

3.4.2  Variational  electrostatic  projection  method  for  modeling  the  solvated
macromolecular environment 

Recently, a new approach has been introduced to efficiently model a complex solvated
macromolecular environment in hybrid QM/MM simulations that does not require explicit
consideration of a large simulation cell as is required for Ewald simulations. In this method
a variational electrostatic projection (VEP) technique71 is employed to determine a set of
charges on a discretized surface surrounding, for example, a ribozyme active site, such that
these charges accurately reproduce the electrostatic potential and forces inside the surface. 

In the present section, a new VEP-charge scaling (VEP-cs) method is outlined where
charges on a relatively small set of frozen atoms in a SBMD simulation can be re-scaled
such that the electrostatic potential and forces inside the active dynamical region reflect the
fully solvated macromolecular electrostatic environment. The VEP-charge scaling method
has  the  advantage  that  the  solvent  effect  due  to  the  entire  macromolecular  charge
distribution is represented, and the method does not require specification of fitting points.

Table 2 compares the average magnitude of the force errors associated with the VEP,
VEP-RVM,  and  VEP-cs  methods  in  the  active  dynamical  region  of  the  hammerhead
ribozyme system.71  In the VEP-charge scaling method, a charge scaling zone of size R cs

is employed (Figure 5).  Two key quantities regulate the accuracy of the methods:  1) the
discretization level (number of points) of the  variational projection surface (N  ), and 2)
the discretization level of the intermediate  surface used in the RVM and charge scaling
procedures (N ). Also shown for comparison is a hybrid method that uses the VEP-RVM
procedure with an auxiliary set of charge scaling points (VEP-RVM+cs).



Figure 5 Regions defined by the VEP charge scaling procedure. Regions I and II are
the active dynamical regions,  with  the atoms of  region I propagated using Newtonian
dynamics,  and  those  of  region  II  propagated  using  Langevin  dynamics.  Region  III
(subdivided  into  IIIa  and  IIIb)  comprises  the  external  macromolecular  and  solvent
environment that, in the present work are held fixed. The electrostatic potential due to
atoms  of  external  environment  (region  IIIb),  excluding  those  of  the  projection  buffer
(region IIIa), is replaced by the electrostatic potential of auxiliary charges placed at the
centers of the atoms in the charge scaling region Rcs. The  surface is used temporarily in
the VEP-cs method to derive the scaled charges. An additional surface at r  can be used in
conjunction with the charge scaling procedure.

The  direct  VEP  method  with  R cs=2.0 Å  leads  to  average  relative  force  errors
in  the  active  dynamical  region  of 1.07,  0.30 and 0.056 % for N    values of 302,  590
and  1202,   respectively.    The  VEP-RVM  method  offers  considerable  improvement,
decreasing the relative errors by approximately 2 orders of magnitude, irrespective of the
N  value.   The  VEP-cs  method  slightly  outperforms  the  VEP-RVM  method  for  N
discretization  levels  of  302  and  590  points.   With  the  VEP-RVM+cs  method,  little
improvement is  gained with smaller  N   and N   discretization levels,  but  considerably
higher accuracy is obtained with N =5810 and N  =1202.

Table 2 Comparison  of  relative  force  errors  in  the  active  dynamical  region  of  the
hammerhead ribozyme (as described in reference 71) for the VEP-based methods (RII =
20.0 Å, Rpb = 2.0 Å). The charge-scaling region contained a total  of  1761 atoms (the
ribozyme plus non-solute atoms in the charge-scaling buffer region, Rcs = 2.0 Å). The
atoms in the charge-scaling region were not variationally projected.



To put these results into perspective, the total hammerhead system with full solvation
and counter table consists of over 20,000 atoms. In the case of the VEP-cs method, the
interaction of the atoms of the active dynamical region with the 20,000 external frozen
atoms is replaced by the interaction with around 2,000 atoms that make up the charge
scaling  zone.  This  represents  almost  an  order  of  magnitude  reduction  of  pairwise
interactions  with  the  external  environment  with  a  relative  force  error  on  the  order  of
0.001%. Further improvement can be gained using a hybrid VEP-RVM+cs approach where
and additional set of N  surface elements are used to augment the set of scaled charges in
the charge scaling buffer.

4 CONCLUSION

The  present  work  describes  the  development  and  application  of  multi-scale  quantum
models for simulations of phosphoryl transfer reactions.  The approach is multi-faceted,
and  contains  components  that  include  high-level  density-functional  calculations,
semiempirical hybrid QM/MM quantum potentials, smooth implicit solvation models and
linear-scaling  methods  for  treatment  of  electrostatic  interactions  of  the  solvated
macromolecular environment.  These methods work together to provide deeper insight into
the mechanisms of phosphoryl transfer reactions in complex environments and processes
that simultaneously span a broad range of spatial and temporal domains. It is the hope that
further  development  and  application  of  multi-scale  quantum  models  for  phosphoryl
transfer reactions may, together with experiment, ultimately unravel important questions in
cell signaling, energy transfer and RNA catalysis.
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