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A chemical potential equalization method for molecular simulations
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A formulation of the chemical potentigélectronegativity equalization principle is presented from

the perspective of density-functional theory. The resulting equations provide a linear-response
framework for describing the redistribution of electrons upon perturbation by an applied field. The
method has two main advantages over existing electronegativity equalization and charge
equilibration methods that allow extension to accurate molecular dynamics simulations. Firstly, the
expansion of the energy is taken about thelecularground state instead of theeutral atom

ground states; hence, in the absence of an external field, the molecular charge distribution can be
represented by static point charges and dipoles obtained from fitting to highdbvéhitio
calculations without modification. Secondly, in the presence of applied fields or interactions with
other molecules, the density response can be modeled accurately using basis functions. Inclusion of
basis functions with dipolar or higher order multipolar character allows molecules or chemical
groups to have correct local anisotropic polarizabilities. A modified semiempirical form of the
hardness matrix has been introduced that can be evaluated efficiently using Gaussians, and requires
only one parameter per basis function. Applications at two basis-set levels demonstrate the method
can accurately reproduce induced dipole moments and estimated chemical potentials obtained from
density-functional calculations for a variety of molecules. Inclusion of basis functions beyond the
conventional spherical-atom type is essential in some instances. The present formulation provides
the foundation for a promising semi-empirical model for polarization and charge transfer in
molecular simulations. €1996 American Institute of Physid$S0021-960626)02901-7

I. INTRODUCTION functional theor§~’ (DFT) provides a natural framework for

) attacking this problem since it treats directly the electron
The development of accurate, computationally tractablejensity as the basic variable. Unfortunately, the computa-

methods to model the interactions of atoms and molecules igq 4| requirement inherent in conventiordd initio density-

a major goal of modern theoretical chemistry. High levely nctional methods precludes application to very large mo-
first-principle methods are generally reliable; however, thgg.|ar system8, especially when coupled with extensive
compute-intensive nature of the calculations severely "mit%ampling of configuration or phase space. For these systems,

the range of applications that can be addressed by these teclly o imate methods that are less computationally demand-
nigues. On the other hand, more simplistic empirical model§,ng are required.

frequently lack sufficient accuracy for many important appli- = A particularly promising class of methods that address
cations. Conventional molecular mechanical force fields ofyyig problem are based on the conceptetictronegativity
ten model charge distributions by static point charges andyajization Electronegativity equalization was first intro-
dipoles and, hence,_ neglect_polar_lzatlon and charge transfejj,ceq by Sandersdras a method for estimating atomic
that generally require consideration of many-body effectsgarges in molecules based on the relative electronegativities
Progress has been made by introducing models that includg yhe atoms before and after equalizationolecule forma-
atomic dipole and higher order multipole polarizabifity. (ion) “Sanderson's original method, however, had the defi-
Nonetheless, the development of new methods that inCorpQency that it would not distinguish between like atoms in the
rate improved physical models is an ongoing area of activgame molecule. Later, Gasteiger and MalSititroduced an
researc_h.. , i , iterative method for determining atomic charges based on
Int'r|n5|c to the nature ofﬁmoleculqr |nter§9thns IS thepartial equalization of orbital electronegativiti]ésAIthough
behavior of the electron dens y.In particular, itis instruc-  thege methods proved qualitatively useful as empirical meth-
tive to know how the electron density responds to changes igys for estimating atomic charges, they lacked a rigorous
molecular configuration and chemical environment. Thus, ag, ;ndation in theory.
appealing approach toward_s modeling chemical_ systems_ in- Density-functional theory provides a rigorous math-
volves modeling changes in the electron density. Densitygmaical definition for many intuitive chemical concepts
such as electronegativityand chemical hardned$*and is
dAuthor to whom all correspondence should be addressed. the foundation of the electronegativity equalization principle.
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160 D. M. York and W. Yang: Chemical potential equalization method

The connection is established through the identification ofl. DERIVATION OF CHEMICAL POTENTIAL
the electronegativity as the negative of the chemicaEQUALIZATION EQUATIONS

potential’®> Analogous to macroscopic thermodynamics, the Consid destat ecul . haracterized
chemical potential of an equilibrium ground-state electronic onsider a ground-state molecu’ar system characterize
by electron density,(r). From density-functional theofy,

system is everywhere equé@ constant*® The idea behind \ . .
the electronegativity equalization methods, as the name su e energy can be written as a unique functional of the den-

gests, is that when atoms or molecules interact, the electrone'-ty in the form
gativity (chemical potentialmust equalize. From the view-
point of density-functional theory, this follows directly from

the variational principle for the ground-state electron E[p]=T[p]+Vee[p:|+J’ p(1)wo(r)dr +Vyyy

density?

~ Amajor advance was realized with the development of a —F[p]+ f p(N (N A3 +Vyn, 1)
rigorous mathematical formalism for electronegativity equal-

ization based on density-functional theory by Nalewafski

and Mortieret al'® Methods derived from this formulation where T[p] is the kinetic energy functionaV.dp] is the
predicted atomic charges and other properties that were gelectron—electron interaction energy functional which in-
ometry and connectivity dependeffor a review, see Ref. cludes both classical Coulombic and nonclassical exchange
19). Following these developments, several variations haveand correlation effects, andy, is the nuclear—nuclear re-
been propose®?° For the most part, these methods havepulsion energy. The functiond[p] depends only on the
been used to determine atomic charfe$?model chemical  electron densitydoes not depend implicitly or explicitly on
binding?* and analyze charge transfer in chemical bondthe external potentigland is therefore universal. The varia-
formation?® Recently, electronegativity equalization has tional principle for the ground-state energy in terms of the
been used to probe reactivities using charge sensitivitglectron density f5

analysis?® and provide a method for determining dynamic
charges for molecular simulatioA$?’ In general, these
methods rely on empirical parameterizations of individual
atoms and, hence, have the advantage that they can be ap-
plied to any molecule. However, for a highly reliable repre-for any N-representable trial densify The conditions for an
sentation of the electron density, as is required for moleculaN-representability densit§ are that the density is smooth,
simulations, it is not clear that any single set of atomic pa{ositive semidefinite, and normalized to the total number of
rameters can provide sufficient accuracy for a diverse set aflectronsN. From Eq.(2) it is clear that the ground-state

E[p]1=E[po]=Eo 2

molecules. electron density satisfies the stationary condition
In this work, we describe a formulation of the classic
chemical potentialelectronegativity equalization principle
potential gativity eq princip S{ELp]~ uN[pI} =0, (3a

that can be applied to molecular simulations. We choose to

refer to the method explicitly as a chemical potential equal-

ization (CPE method to emphasize its origin in density- _ 3

functional theory. The method provides a linear response N[p]_f p(r)d°r, (30)
model for the electron density that employs basis functions.

The model gives high accuracy in the presence of relativel)ovhere the chemical potentialis the Lagrange multiplier on
large perturbations such as those arising from interactionﬁ1e normalization constraim[ p] =N. The Euler—Lagrange

with other molecules or applied fields, and is “exact” in the . L
limit that these interactions vanish. The method has the adgquatlon for the ground-state energy and density is thus

ditional advantage that it can be systematically improved by

inclusion of more complete basis functions for the density oE oF

response. In several important instances, inclusion of basis (5—(r)> :(5—(0) +vo(r)=po=const.
p p _

functions beyond the conventional single spherical-atom "p=ro P=Po

type representation is essential. Section Il gives a general (4)

derivation of the chemical potential equalization equations.

Section Il outlines how the equations can be solved usindf the variations in the space &f-representable densities are

basis functions for the density response. Section IV giveseplaced by variations of orthonormal spin orbitals, Et).

formulas for several useful properties derivable from thetranslates into the conventional Kohn—Sham equations of

density. Section V applies the method at two basis-set leveldensity-functional theory. The Kohn—Sham method pro-

to small molecules in the presence of perturbing fields, andides an accurate method for obtaining the ground-state mo-

to intermolecular water—water interactions. Section VI dis-lecular density.

cusses the advantages and disadvantages of the present Consider now the effect of a perturbatidw(r) on the

method, and its relation with others proposed in the literaground-state system. The perturbed energy to second order is

ture. given by

J. Chem. Phys., Vol. 104, No. 1, 1 January 1996



D. M. York and W. Yang: Chemical potential equalization method

E(po+ §p, V0+ (51/) = E0+ f

5%E
’ 3 3,7
X(—ép(r)(sp(r,))vép(r )d3r d3r +J J ap(r)(

5°E

X(W)p‘s”(r')dgrd‘*r’.

In Eg. (5) and, hereatfter, it is implied that all functional
derivative terms are evaluated at the ground djatep, and
v=1g). Note that the variationgv(r) and ép(r) are not in-
dependent for a given number of electrdwisbut are related
through the Euler-Lagrange equation E4). Examination of
Eq. (4) identifies the first functional derivative term in Eq.
(5) as the chemical potential, of the unperturbed system.
From the expression for the energy functional in Eq, Eq.
(5) simplifies to

E(po+ Sp,vo+ ov)

=Eo+Mof 5p(r)d3r+f [po(r)+ Sp(r)]8v(r)d

+%ff§p(r)

52

op(r)ép(r’)

>5p(r’)d3rd3r’. (6)

The new Euler—Lagrange equation for the perturbed system

IS
5°F
op(r)op(r')

I

)5p(r’)d3r’+ ov(r)=pu—uo=Apu.
(7

Equation (7) is the fundamental equation from which the
present formulation of chemical potential equalization is
based. The strategy we employ in the following section is t
transform Eq.(7) into an algebraic equation that can be

solved for the density respons#(r) for a given applied

field perturbationsv(r) (and optionally a net charge transfer

AN).

Ill. SOLUTION OF THE CPE EQUATIONS IN A FINITE
BASIS

(0]

161

)= SE 1
—5p(r))1/5p(r)d3r+f (—5v(r))pév(r)d3r+§ff5p(r)

S8°E

1
W) Sv(r")d3rd®r +3 f f Sv(r)

)

The coefficientdc;} are determined from matrix form of the
stationary condition Eq<3),

d

ac (€)

{E[c]—uN[c]}=0,

whereE[c] andN[c] are given in matrix notation by
E[c]=Eq+(pol6v)+pmoc'-d+cT-dv+3cT-p-c

+ VNN (108
N[c]=No+c'-d, (10

whereN, is the number of electrons in the unperturbed sys-
tem. The matrix and vector elements of E()) are defined

by

@= [ enier, (113

(ﬁ)i=<¢i|5">, (11b
~ 8%F

(m)ij=\ @i Spop) |91] (119

The matrix 7 describes the interaction between basis func-
tions which we term thdardness matrixn the basis of the
density response. Application of E) using Eqs(10) and
(11) results in the linear equation

7-C+ov—Aud=0 (12
which, assumingy is nonsingular, has solution
c=y '-{Aud- v}, (13)

The Lagrange multiplieAw is chosen to satisfy the normal-
ization conditionc™- d=N—N,=AN:

In this section, we show how the CPE equations can be

solved using basis functions for the density respofisg ).

We further suggest a semiempirical approximation for the

second functional derivative term in E) that is demon-
strated laterSec. V) to give a simple but useful model for
polarization and intramolecular charge transfer.

Consider an expansion of the density respafisg) in a
basis of normalized functionsp;} such that ¢;|¢;)=1 and
Joi(nNd®r<eo

@m=2qwm. (8)

_AN+d"-p" Sy
d'-p~'d

where AN is the amount of net charge transfer that is al-
lowed (zero for fixed total number of electrons

Thus far, we have not explicitly specified the form of the
hardness matrix elements. Recall from Eb, the universal
functional F[p] is a sum of kinetic energy and electron-
electron interaction terms. Within the Kohn—Sham formula-
tion of DFT? this term is written as

Flel=Tdpl+I[p]+Exclp],

Ap (14)

(15

J. Chem. Phys., Vol. 104, No. 1, 1 January 1996



162 D. M. York and W. Yang: Chemical potential equalization method

TABLE |. Comparison of LDA and experimental permanent dipole mo-

40
mentsD.
8
Molecule D? Doy’ 35 -
cO 0.23 0.11
HF 1.78 1.83 30
HCI 1.10 1.11 -
NaCl 8.53 9.00 225
HCN 3.01 2.98 =} "
H,0O 1.84 1.85 2.0 b
H,S 1.01 0.97 g .
SO, 1.50 1.63 5 o
OCSs 0.85 0.72 ;i 15
CH,OH 1.59 1.70 w .
CH;NH, 1.31 1.31 10
CH4F 1.69 1.86
CHLCI 1.91 1.89 I "
NH; 1.50 1.47 0.5 -
PH, 0.63 0.57 L
HCOH 2.22 2.33 PP S I S S R NP R R
HCOOH 1.50 1.41 0.0 0.5 1.0 15 2.0 25 3.0 35 40
HCONH, 3.81 3.73 LDA Dipole (Debye)
HCOCH, 2.73 2.75
CH;OCHg 113 1.30 FIG. 1. Linear regression of permanent dipole moments from density-
- functional LDA calculations and from experimefRef. 41). Data is shown
°LDA permanent dipole momeriDebys. for all molecules listed in Table .

PExperimental permanent dipole moméBebys taken from Ref. 41.

n- and parametrization of the hardness matrix paramgtefs
(one per basis functignOnce this has been accomplished,
the procedure for determining the linear density response
op(r) of a system for a given perturbing potenti&kr) with

the CPE method is as follows:

where T4 p] is the Kohn—Sham noninteracting kinetic e
ergy,J[ p] is the classical electrostatic enerd [ p] is the
exchange-correlation energy. In fact, the form of the two
electron operator

( 5°F ): 1 +( 8°Ts ) (i) Construct the vectord and v from Egs.(11a and
Sp(r)op(r')] |r—=r'| \p(r)ép(r’) (11b).
> (i) Construct the hardness matfi&q. (1109] using the
+(LXC,) (1)  form Egs.(17).
op(r)ép(r’) (iii ) Solve for the Lagrange multipliexu from Eq.(14);

is not known because the kinetic energy and exchange coliS requires inversion of the hardness matrix.
relation functionals are not known exactly in terms of the  (iv) Solve for the coefficients from Eq. (13) using the
density. We therefore introduce the following extendedvalue forAu determined in the previous step.

Hiickel—like approximatiof? for the elements of the hard- The basis set coefficients define the density response
Sp(r) through Eq.(8) and are used to determine the total

ness matrix: .
energy Egs(10). The CPE equationfEgs. (10)—(14)] are
1 valid for any set of normalized basis functions of the form
(i =Fi+(oil e, (179 . : )
“ [r—r’| Eq. (8). In the following section, we outline how other

chemical properties can be obtained from the CPE proce-

1 1
(y)ij=§K(fi+fj)<¢i|¢j>+<¢i|m|¢j> dure.
for i#j, (17b IV. CHEMICAL PROPERTIES DERIVABLE FROM THE
DENSITY

where the{f;} are empirical parameters, ards taken to be
unity. Thus, long-range interactions are treated as purely Several useful derivatives can be computed directly from
Coulombic, and the kinetic and exchange correlation energthe CPE method presented earlier. Perhaps the simplest is the
contributions are modeled by a term proportional to the overchemical potentiak, defined from density-functional theory
lap of the density basis functions. For localized basis functo be the functional derivative of the energy with respect to
tions, the model assumes the kinetic energy and exchangthe electron densityat constant external field), or alter-
correlation contributions are short range. This treatment isiately, the derivative of the energy with respect to the total
also analogous to a Mulliken-type approximafidrusing  number of electrorfs
density basis functions. SE JE

Construction of a CPE force field for molecular dynam- :( ) = (—>
ics simulations requires selection of a density basi ggt op(r)), \oNJ,

(18

J. Chem. Phys., Vol. 104, No. 1, 1 January 1996



D. M. York and W. Yang: Chemical potential equalization method 163

TABLE Il. Comparison CPE induced dipole momém), chemical potentialx), and polarizability(a) results usings and S P basis sets with corresponding
LDA and experimental values. Relative percent errors of the CPE and LDA induced dipole mgareb{sand chemical potentialerr ) are given. LDA
chemical potentials were estimated by the highest occupied KS orbital eigeryalyg. Static polarizabilitiega) are given in &.

Molecule erDg errDgp errug err ugp ag asp aexpa
H,° 63.8 7.0 0.4 0.5 0.33 0.79 0.80
N, 70.2 10.2 0.4 0.1 0.75 1.75 1.74
0O, 70.0 10.4 0.2 1.0 0.71 1.60 1.58
F, 51.3 0.7 0.1 0.2 0.62 1.30 1.38
Cl, 73.2 9.1 0.4 0.3 2.17 4.60 4.61
Na, 77.5 18.1 3.1 5.9 145 36.9 39
CO 74.5 7.3 0.6 0.6 0.79 2.00 1.95
HF 79.6 4.5 0.2 0.4 0.33 0.92 080
HCI 81.2 5.0 0.2 0.5 0.94 2.81 2.77
NacCl 82.8 5.9 0.4 0.9 2.07 5.38

HCN 64.2 5.1 0.1 0.3 1.14 2.58 2.59
H,O 63.4 7.7 0.8 0.7 1.00 1.57 1.45
H,S 64.2 10.7 1.0 0.7 2.38 3.92 3.95
CO, 58.8 1.8 0.1 0.1 1.29 2.57 291
SO, 45.1 6.5 0.4 0.3 2.61 3.71 3.72
CS, 61.9 2.7 0.1 0.3 4.61 8.48 8.74
OCS 65.2 5.5 0.3 0.5 2.51 4.94 5.2
CH, 17.6 2.6 0.5 0.5 2.26 2.35 2.59
CH;OH 18.4 10.6 2.5 11 3.10 3.22 3.29
CH3NH, 12.7 10.5 2.9 1.3 3.98 4.00 4.01
CHCH 69.5 47 0.1 0.4 1.50 3.53 3.33
CH,CH, 56.5 9.5 0.9 1.2 3.07 4.35 4.25
CH;CH;, 8.6 8.0 0.3 0.4 4.40 4,52 4.43
CH,F 18.2 9.9 1.1 0.7 2.46 2.55 2.97
CH,CI 31.2 5.6 0.9 0.4 4.63 4.64 4.72
NH5 21.9 10.9 0.6 0.6 2.36 2.28 2.26
PH, 23.2 6.7 1.1 0.8 4.49 4.70 4.84
HCOH 43.1 6.8 0.9 0.8 1.99 2.70 2.8
HCOOH 43.1 9.8 0.3 11 2.73 3.51 3.4
HCONH, 45.3 6.3 0.8 0.7 3.31 4.31 4.2
HCOCH; 195 7.7 3.9 3.0 4.41 4.64 4.6
CH;OCH,; 14.1 7.5 0.5 0.7 5.18 5.14 5.16

3Experimental static polarizabilities in3&aken from Ref. 41.

PFor H,, the SP basis consisted of oretype and one isotropip-type Gaussian on each hydrogen. For all other molecules, only a sitgbe function was
used for hydrogens.

‘Experimental static polarizability taken from Ref. 42, and discussed in Ref. 43.

In the CPE framework, the chemical potential follows di- ap(r)
rectly from Eq.(14). The chemical potential of an atom or s(r)=( 3 ) =s" (1), (21)
molecule corresponds to minus the electronegativit#n- v
other intuitive chemical property is the global or absoluteyhere
hardnessy,*** defined as the second derivative of the en-
ergy with respect to the total number of electréhiand can ey
be evaluated with the CPE method from the matrix equation 2~ u L y -d 22)
2
,7:<(9_EZ) :(ﬁ_”“) =d" 5 td) L (19) and ¢(r) is the vector of basis functiong;(r). Note the
dN“) N/ - integral of the local softness gives the global softn8ss

closely related quantity to the local softness is the so-called
Fukui function The Fukui functionf(r) is an index of reac-
tivity that measures the response of the chemical potential to
—(dT L d)= 1 20 a variation in the external fiefff. The necessary connection
=y d)= A (20 between the local softness and the Fukui function can be

] _ established through the identity
Hardness and softness are fundamental concepts in acid/base
ap(r ap(r N
p( )) :( p( )) ) | 23

and inorganic chemistrl} and are global quantities for a
m |, N o

A related property, the softneSsis defined as the inverse of
the hardness

N
u

v

given molecule. It is possible to define related local quanti-
ties and kernels that give additional insight into regions of
likely chemical reactivity. The locaoftnesds defined a¥ which identifies the relationshify(r)=s(r)/S

J. Chem. Phys., Vol. 104, No. 1, 1 January 1996



164 D. M. York and W. Yang: Chemical potential equalization method
and the symbobk indicates the direct product. Note the lin-
050 . . ear response function given by E@4) satisfies the exact
o " condition
op(r)
~ 025 P f (5 ~| d3’=0. (26)
3 ot )]
= . o A closely related quantity to the linear response function is
o | o, SRR the static polarizability tensaz, defined as minus the second
% 000 S - 3 derivative of the total energy with respect to components of
] K il the electric fieldF=(F,F,,F5),*
5 b
g A | &E ,
0.25 - s 8 (Q)a,e— 6’Faz9|:g . (27)
e, ° Here Greek subscripts are used for elements in three-
2 | ° dimensional Cartesian space. In the limit of small uniform
; . L 1 . | . . . . . .
050, 025 000 025 050 electric fields, the interaction of the response density with the

field can be written as the scalar product:
3

CPE Dipole (D,.D,.D,) (a.u.)

Uy

3
- g -3 -3 xaép(r>d3r)Fa
_ P 3
025 o e ° =2 c"X,Fa, (28
a=1 —

where u" (a=1,2,3 are the Cartesian components of the
induced dipole momenk, («=1,2,3 are the components of
g the position vector =(x,y,z), andx, (a=1,2,3 are vectors

defined by

LDA Dipole (D,,0,.D,) (a.u.)
(=3
8
T

025 o (Xa)i:f X, @i(r)d°r. (29
N It follows directly from Egs.(28) and (29) that the static

polarizability tensor in the CPE model is simply

050 i . i . \
-0.50 -0.25 0.00 0.25 0.50

(30)
(b) CPE Dipole (D,.0,.D,) (a.u.)

(Q)aB: _g' Eﬁ

It should be emphasized that the CPE method employed
FIG. 2. Linear regression of CPE and LDA induced dipole mome(ais: here is a linear resppnse m.Odel' The energy has .been con-
CPE results obtained with ti@basis set(b) CPE results obtained with the Structed as a quadratic function of the electron density; hence
SP basis set. Individual component®{,D, ,D,) are shown for each mol- the energy and its derivatives are continuous functions of the
ecule listed in Table Il. Linear, planar, and nonplanar molecules are depictegymber of electronsd!l. This is in contrast to the known dis-
gz'o:q'ii"acr’]ﬂ: symbols, crosses, and solid squares, respectively. Units aig,niinjities of derivatives of the formi/dN whenN is an
integer. Examples include the chemical potenti@t/(JN),
and Fukui functiongdp(r)/oN], (in fact, from this prospec-
tive, the absolute hardness of a molecule with integer num-
Hardness and softness can be further broken down intber of electrons is not well definedNonetheless, chemical
two-variable kernel$,which, in the basis of the density re- potential equalization methods have been demonstrated to
sponse, are simply; and ;7_1, respectively. Similarly, the provide a useful qualitative description of these properties
two-variablelinear response functidris defined as for a variety of system&

(5p(r)) B S5°E )
ov(r’ “\ Su(r)dw(r’
() (ovir)/y V. NUMERICAL APPLICATION
op(r’
:( ;((r))) =¢'(r)-P-o(r'), (24 In this section we apply the CPE formalism to model the
v N linear density response. In Sec. V A the method is param-
where etrized and applied to a series of small molecules in the
. - presence of perturbing fields. Induced dipole moments and
p—|Z ded’-p" (25)  Chemical potentials calculated with the CPE method are
= d-ptd U compared with corresponding LDA and experimentally de-
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0.0 1.0 2.0 3.0 4.0 5.0 6.0 mated chemical potentialg,omo): (8) CPE results obtained with ti&basis
(b) CPE Polarizability (A%) set;(b) CPE results obtained with tteP basis set. Chemical potentials are

shown for each molecule listed in Table Il. Linear, planar, and nonplanar
molecules are depicted by diamond symbols, crosses, and filled squares,
FIG. 3. Linear regression of CPE and experimental static polarizabiliies: respectively. Units are atomic units.
CPE results obtained with tH&basis set(b) CPE results obtained with the
SP basis set. Static polarizabilities are shown for each molecule listed in
Table Il. Linear, planar, and nonplanar molecules are depicted by diamond
symbols, crosses, and solid squares, respectively. Experimental values were
taken from Ref. 41. Polarizabilities are it A ) . .
LDA solutions of the KS equations for the isolated atoms,

similar to that of Delley?® Extensive diffuse functions and
rived values. In Sec. V B we examine in detail intermolecu-polarization functions were employed in order to obtain ac-
lar water—water interactions within the CPE framework.  curate moments of the electron density for a series of applied
field perturbations. A basis set 0633p, and 3 (polariza-
A. Computational procedure tion) functions were used for hydrogen atoms, arsj &p,
4d, and Z (polarization functions for second and third row
atoms. The numerical integration mesh was chosen such that
Density-functional calculations were performed usingthe error in evaluation of the matrix elements wapproxi-
the Kohn—Sham(KS) formulation of density-functional mately) less than 10° Hartree. The convergence criterion for
theory implemented in a numerical self-consistent-field the SCF procedure was 1®Hartree for the total energy and
(SCP algorithm* Electron correlation was treated using the 10~ ° Hartree for the classical electrostatic component of the
Vosko—Wilk—Nusair local density approximatiaitDA).3®  energy. The latter was necessary to achieve convergence of
Atomic orbital basis functions were generated as numericahduced dipole moments.

1. Density-functional calculations
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FIG. 5. Convergence of change in total enetgly (a.u) as a function of / / 45.6°
iteration for linear water dime(solid line) and bifurcated water dimer H ’

(dashed ling AE; for each iteration is defined byAE;=E;—E;_;, where 2'099"‘\
E; is the total energy at iteration, and E, is zero (henceAE; is the '

interaction energy of the static charge distributjons u H
© 175.0° .

2. Estimation of the CPE parameters Global minimum C; O

Chemical potential equalization parameters were calcu-
lated for molecules by fitting to induced dipole moments andFIG. 6. Water and water dimer geometric and electrostatic paramédgrs:
estimated chemical potentials obtained from LDA Ca|cu|a_is_olated water _molecule(;b) bifurcated W_ater dimer(c) global minimum
tions. For each molecule, LDA calculations were performec{i"e2 WAl At Farameters o) he softed waler moleulewere aken
in the absence and presence of a series of applied field pefimers were taken from Marsdest al. (Ref. 46.
turbations at the molecular surfa¢described beloy The
LDA induced dipole and chemical potential results provided
the reference data used to obtain the CPE parameters. CP¥ each surface poirRR, a Gaussian probe density was added
parametergf;} in Egs.(17) were determined by introducing Of the form
identical applied field perturbations and fitting parameters to
best reproducéin a least squares sensmrresponding LDA Pprobd 1) =*Q- (
values. The purpose of the fitting procedure was to demon-
strate that the CPE method can adequately reproduce wellvhere the exponentwas 1.@, 2, and the net charg® was
defined quantitiegdipole moments and chemical potentjals alternately 0.28 and 0.%®. The sign= was chosen such that
for a diverse set of molecules subject to applied field perturthe electrostatic interaction of the probe with the unperturbed
bations, with relatively simple basis sets. These parameternolecule was favorable. At each surface point, the static po-
are later shown to be transferable to intermolecular interactential of the probe was used as an applied field, and the
tions as demonstrated in the case of water dimers. The paorresponding perturbed molecular density was computed
rameters are not intended to represent rigorously derivettom SCF solution of the KS equations. Hence, the number
force field parameters; hence they are not all listed, but aref perturbations used to collect induced dipole moment and
available upon request. chemical potential data wadv?, whereM is the number of
The chemical potential from the LDA calculations were surface pointgthe factor 2 comes from th@ values 0.26
estimated by the highest occupied KS orbital eigenvalu@nd 0.% at each point
€éhomo - For each molecule, dipole moments were induced  Basis functions for representation of the CPE density
by introducing a perturbing field at points outside the mo-response Eq(8) were chosen as normalized atom-centered
lecular surface as follows. A “solvent-accessible surface”Gaussian functions. Two different sets of basis function were
was defined as the surface generated by the van der Waalensidered. The first set, denoted tBeset, consisted of a
radii of the atoms plus a probe radius of 22§5(1.4 A,  single sphericals-type) Gaussian on each atom. This set
approximately the radius of a water moleguldPoints represents each atom as a spherical charge density similar to
roughly evenly spaced on the surface were chosen at a dethe electronegativity equalization method of Morteral X8
sity of 0.05; 2 (i.e., this corresponds to 18 points fop®. and the charge equilibration method of Rapgad

312

4 e =Ry (31)

ko
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TABLE Ill. Water molecule CPE parameters.

0.4

CPE parametefs H, O, O,

S basis
I4 0.937 0.226
f 0.0 14.13 03
7 13.41 69.65

SP basis
I4 0.883 0.255 0.262
f 0.0 0.0 26.86

N
7 14.23 49.25 42.82 02

Dipole (ag.u.)

gParameters for the CPE procedure: the Gaussian expg¢fieand thef F
parametefEqs.(17)]. Also listed are the diagonal elements of the hardness
matrix () (which can be computed from the other parameters, but conveys
more intuitive physical meaningThe type of Gaussiafs or p type) is
indicated by atom subscripts in the column headings. Note there are no
basis functions on the off-center Gaussian &fig. 6). All units are atomic L
units.

| L 1 ) | I : .

5.0 8.0 7.0 8.0
Goddard® The second set, denoted 8 set, contained an @) 0-0 distance (a.u.)
s-type function on each atom in addition to three Gaussian
functions with dipolar (p-type) symmetry on all non- | e
hydrogen atoms. <

The Gaussian exponents of the basis functions along
with the {f;} parameters of Eqq17) were determined by
least squares fitting of the LDA and CPE chemical potentials
and induced dipole moments. In all fitting procedures, pa- _ 4e.03 |
rameters for eaclp-type basis function for a given atom
were constrained to be equal, and parametertopblogi-
cally equivalent atomgatoms with the same covalent con- 6003 |
nectivity) were constrained to be identical.

One additional parameter per molecule is required, the
molecular chemical potential, in the absence of an applied 8e-03
field[Eq.(10a]. Note, this term is only needed for the evalu-
ation of the total energy in the case where there is a net
charge transfer{N= [ 8p(r)d®#0). If no net charge trans- -1e-02 —_— L

. .. . . 5.0 6.0 7.0 8.0
fer is allowed, explicit dependence of this term vanishes, and () 0-0 distance (a.u)
only the Lagrange multiplieAx [Eq. (14)] is required. Since
we have estimated the LDA chemical potentials by the
€0mo Values for molecules in the presence of applied fieldsFIG. 7. Bifurcate_d water dimer properties as a function of Q—O distaace:
Lis natural hat we takeio (0 be e COMTeSPONANGIONO oo boper o o e L s I, e
for the system in the absence of an applied figld probe  stapilization energied E calculated withS (dotted ling and SP (dashed

perturbatior)u.7 line) basis sets. For the dipole moments, ®i@nd SP curves are almost
indistinguishable. All units are atomic units.
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B. Linear response to applied field perturbations

Kohn—Sham density-functional theory in conjunction
with the LDA has been used extensively and with great suc-
cess for the computation of dipole moméfitS® and correlation coefficient is 0.999. The largest rms error occurs
polarizabilities®**° This is based largely on the observation for NaCl (0.5 D), with a relative error of 5.2%. These results
that the LDA gives a very good description of the electronsupport the assertion that the LDA is sufficiently accurate for
density, despite the known errors in the corresponding totadlescribing moments of the electron density.
energies. We exploit the strength of LDA for predicting reli- The CPE basis functions and paramet&sandSP setg
able densities to parameterize E{fs7) and, hence, gain ac- were optimized to fit the LDA induced dipole moments and
cess to a wealth of chemical information within the CPEestimated chemical potentials. Relative errors in the CPE di-
framework. pole moments and chemical potentials, along with the calcu-

Table | compares the experimental and calculated LDAated isotropic polarizabilities are listed in Table II.
dipole moments for several small molecules. The agreement The CPE induced dipole moments calculated usingsthe
between the two data sets is quite cl¢Bay. 1). The overall basis set show a wide range of relative errdfig. 2@)].
root-mean-squarérms) deviation is 0.14 D and the linear This results from the inability of the spherical functions to
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TABLE V. Water dimer results. Dipole moment(,D,) in Debye of
water dimers at “equilibrium” geometrjFigs. @b) and Gc)]. The z direc-

tion in the bifurcated dimer is taken along t8e axis; thex direction in the
linear dimer is taken to be perpendicular to the symmetry plane, and hence
has no dipole component. Stabilization enerdi&sresulting from chemical
potential equalization are also listed in atomic units.

D, D, ID| AE

BifurcatedC,,
S basis

SP basis

LDA

Global min.Cg
S basis

SP basis

LDA

-3.6x1072
—4.0x1073

4.01
4.04
3.99

4.01
4.04
3.99

—1.1x1072
—2.8x1072

1.80
181
1.82

2.04
2.18
2.15

2.72
2.84
2.81

set is able to reproduce fairly well the LDA induced dipole
moments and polarizabilities.

The SP basis set, which includes isotropietype func-
tions on nonhydrogen atoms, overcomes the deficiencies of
the S set by accommodating out-of-line and out-of-plane po-
larization for all molecules. The resulting fit to the induced
dipole moments is significantly improvdé&ig. 2(b)]. These
results suggest th®P basis set representation is sufficient to
capture the essential dipolar density response for small per-
turbations at the molecular surface. The molecular polariz-
abilities calculated with th& P basis set agree well with the
experimental valuefFig. 3(b)].

The total error associated with the polarizability results
relies in a multiplicative fashion on the error in the LDA
induced dipole moments, and the error in the CPE model in
reproducing the LDA results. The latter, of course, depends
on the basis set used in the CPE method to model the density
response. The strong correlation of the experimental and pre-
dicted polarizabilities indicates that both the LDA and CPE
approximation using th& P basis set are reliable. These re-
sults are encouraging that the CPE method may be used to

model polarization in molecular simulations by allowing a
dynamical representation of the charge density.

In addition to the induced dipole moments and polariz-
abilities, it is interesting to consider the chemical potentials
estimated from the LDA calculations and from the CPE
model. We have estimated the LDA chemical potential by the
highest occupied KS eigenvalégoyo .’ The CPE chemical
potentialsy were calculated directly from the hardness ma-
adequately accommodate the density response for a diversex via Eq. (14), andug was chosen as the LDA,gyo Value
set of field perturbations, and is reflected by the correspondor the unperturbed system. These two quantitqg,,o and
ing molecular polarizabilitiefFig. 3@]. In the worst case of  u, are remarkably well correlated for boBand S P density
linear molecules, the CPE method with tBéasis set allows basis set§Figs. 4a) and 4b)]. The maximum relative error
polarization only along th€,, axis. The corresponding po- for the S and SP sets occurs for Na(3.1% and 5.9%, re-
larizabilities are, in general, underestimated by approxispectively, which has by far the largest observed polariz-
mately 2/3, since effectively only one component of theability (~37 A%. The striking agreement of the estimated
static polarizability tensor is represented. In the case of plaCPE and LDA chemical potentials is intriguing. Moreover, it
nar molecules, the situation with ti& basis set is similar, is suggestive that coupling of the CPE procedure with
except that polarization is now restricted to the moleculardensity-functional methods, for example in hybrid quantum
plane. The corresponding polarizabilities are underestimateshechanical/molecular mechanical simulation force fields,
by approximately 1/3. For nonplanar molecules, $hbasis may be possible.

FIG. 8. Global minimum(linear water dimer properties as a function O—H
distance:(@) CPE induced dipole moments calculated w&Hdotted ling
andSP (dashed lingbasis sets and corresponding LDA valysslid line);
(b) CPE stabilization energieAE calculated withS (dotted ling and SP
(dashed lingbasis sets. All units are atomic units.
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C. Water—water interactions alternative approach that has been applied to liquid water

The close fit between the LDA and CPE induced dipolesimulation§7 involves individual normalization constraints
each molecule. This reduces the global chemical potential

moments and chemical potentials is encouraging. It remainfé)r L .
ualization process to that of many local molecular chemi-

to demonstrate that the method can be used to accurategﬂI tential lizati q hibits by defini
describe intermolecular interactions. In this subsection w al potential equalizalion processes, and prohibits by detini-

apply the CPE method to water—water interactions, using th%on mtermolecular charge t'ransfer. Smce there is no compu-
tional disadvantage to this convention, we adopt it in our

parametrization procedure described in the previous sectio o ; o .
for the isolated molecules application to water dimers. For ionic systems, however, this

The CPE model described here is a linear responsgppr.OX'matlon may not be approprlat(—;-, in this case, an inter
- mediate procedure for regulating intermolecular charge
theory for predicting the response of the molecular electron . . . :
. . . ) . transfer as a function of distance is required.
density to an applied field. In the case of interacting mol- . .
B X - ) . In order to obtain the total potential due to the charge
ecules, the “applied field” felt by a given molecule arises . . o
o . densitypyt+ dp of a water molecule in a perturbing field, the
from the charge distributions of the surrounding molecules . .
. : . : . PE method assumes a knowledge of the static potential of
Solving the CPE equations requires inversion of the globa )
hardness matrix, which has dimensions equal to the totaf1e unperturbed ground-state dengity We have chosen to
Iy i . q ._.represent the static ground-state potential of the isolated wa-
number of density basis functions. For small systems this i . : .
. L er molecule by the simple point charge/Gaussian model pro-
trivial; however, for larger systems this will become a se-

verely limiting problem. Although this limitation will not be posed by Hall and Smifi [Fig. 6&)]. CPE parameters for

the isolated water molecule were obtained for handSP

realized in the case of the water dimers examined here, Wasis sets using the procedure outlined in the previous sub-

o.utline a fast iterative procedure .that does not require inveréection and are summarized in Table(Hibte: no basis func-
sion of the 'global hardness matrix. . tions were placed on the off-center Gaussian siteo water
We define the external fl_eld_ feI'F by a single molecule 10 jimer structures were considergigs. Gb) and Gc)], the
be that.due to the chargg Q|strlbutlons of all the other mo"bifurcatedCZU structure, and the global minimug, struc-
ecules in the system multiplied by one half. The factor of on€, .o \nater dimers were constructed to have geometries simi-
half arises because we require the sum of the molecular efs; ¢4 that given by Marsdeet al,*® with the exception that
ergies (intramolecular-field interaction to be equal to the ¢ internal geometries of each water molecule are the same
correct total energy of the system. With this definition, we 55 that of the isolated molecUi®Both S and SP basis sets
can solve the CPE equations for each molecule separately, Byere considered.
inverting the local molecular hardness matrices, and obtain  Figyre 7a) compares the LDA and CPE bifurcated water
the linear response. Since determination of the density regimer induced dipole moments as a function of O—O dis-
sponse for one molecule changes the field felt by the othefance. The agreement is remarkably close. The dipole mo-
molecules, the chemical potential equilibration process proments for theS andSP basis sets are virtually indistinguish-
ceeds iteratively until a certain level of convergence isaple. This is because polarization occurs only along the O—O
reached. The procedure converges rapidly for systems whee,) axis, which lies in the molecular plane of both mol-
the induced field is small compared to the static field such agcules and, hence, can be accommodated equally well by the
in the case of the water dime(&ig. 5. Convergence is S and SP basis sets. Figure(d) shows the corresponding
linear; that is the change in energy decays exponentially WitlttPE energy curves. The energy associated with the linear
iteration. Similar iterative procedures are routinely used tdesponse is fairly small, and the two curves are very similar.
calculate dipole polarization in molecular simulatidfis. It should be pointed out that the bifurcated water dimer has
Another aspect of the CPE procedure when applied t®een predicted to be a transition state near the Hartree—Fock
interacting molecules involves the normalization COI’]ditiOhS.ﬁmiL and does not correspond to the global minimum
If only global normalization is enforced, the chemical poten-structure*®
tial is allowed to everywhere equalize, and intermolecular ~ The global minimum C.) water dimer structure is
charge transfer, in general, occurs. However, there has beehown in Fig. 6c). Polarization will clearly be out-of-plane
some criticism of this method as being unrealistic in practicafor one of the water molecules. Figuréa compares the
applications:’ For instance, consider two water moleculesLDA induced dipole moments with the CPE values for the
very far separated, and subject to different applied fields. Thevater dimer as a function of the-HO hydrogen bond dis-
chemical potentials of the molecules before equalization wiltance. TheS basis set underestimates the LDA induced di-
in general be different and, hence, equalization will be acpole moment by about 15-25 % in the region near the pre-
companied by a net intermolecular charge transfer. If indeedicted equilibrium distance. This is a direct result of the
the system is in a stationary state, this is the correct quantuinability of the S basis set to allow polarization out of the
mechanical result within the Born—Oppenheimer approximaplane of the molecule. Inclusion of tH&P basis set effec-
tion (fixed nucle). However, the tunneling probability for an tively overcomes this difficulty and gives the correct induced
electron to jump from one molecule to the other is so smalldipole moment behavior. The discrepancy between the two
that, for any dynamic system, charge transfer would be kimethods manifests itself even more distinctly upon examina-
netically forbidden. In this way, the solvent bath would act astion of the response energy curvésg. 8b)]. The response
an infinite reservoir of electrons for a solute molecule. Anenergy at the equilibrium distance differs by more than 100%
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(Table IV). Since many hydrogen bonds have a similar an-ground-state densities. If the density basis functions are cho-
gular dependence to that of th€J) water dimer, this may sen to be delta functions at the atomic positignsglecting

be an important concern for hydrogen-bonded systems sudhe infinite electrostatic self-energy term in the diagonal ele-
as biological macromolecules. ments of the hardness mafrixhe present model reduces to
that proposed by Mortiéf In this case, the empirical param-
eters are the effective atomic chemical potentials and hard-
nesses. Alternately, if atom-centened Slater-type functions
are used as basis functions, and the empirical param{gtgrs

Two related methods based on chemical potential equalf Egs.(17) are set to zero, the present model reduces to that
ization have been proposed by Mortierral!® and later by  proposed by Rappend Goddard® The latter method param-
Rappe and Goddard® The former has been employed etrizes the diagonal elements of the hardness matrix by ad-
mainly as a method for estimating atomic charges in moljusting the Slater exponents of the density basis functions.
ecules based on parametrization to STO-3G MullikenThe corresponding electrostatic self-energies play the same
charges? and more recently for probing reactivity using sen-role as the atomic hardness parameters of Molfidtote
sitivity coefficients from density-functional theofyThe lat-  both of these methods treat the off-diagonal elements of the
ter method® has been developed to provide a dynamichardness matrix as being purely Coulombic in nature.
charge model for molecular simulations. Both methods are  The present chemical potential equalization method pro-
based on the approximation of thmolecularenergy as a vides a particularly convenient framework for modeling po-
second order Taylor expansion about tieutralatoms. The larization in molecular simulations. Electrostatic fields in
molecular charge distribution and energy are obtained as soaolecular simulations are typically modeled by static charge
lutions to the CPE equations of the neutral atoms assemblatistributions obtained from fitting to gas-phase electrostatic
to form a molecule. Hence, these methods treat a molecule g®tentials. For such models that do not attempt to take into
a perturbation of an assembly of noninteracting neutral ataccount polarization implicitly, the present method is ideal.
oms. The methods require two parameters per atom: an ethis derives from the fact that the static charge distribution is
fective electronegativitynegative of the chemical potential chosen to directly reflect the zero order term in the Taylor
and hardness$in the latter method, the hardness appears asxpansion Eq(5) corresponding to the ground-state electron
the atomic electrostatic self-enejgyrhese atomic param- density in the absence of a perturbing field. Hence, param-
eters are assumed to be transferable for all moleculegters for the density response are uncorrelated with param-
Mortier et al!®'®have demonstrated that this approximationeters used to represent the static charge distribution. In this
is remarkably robust, and gives useful qualitative, and someway, improvement of force field models by inclusion of ad-
times even quantitative insight to a variety of chemical prob-ditional polarization terms does not require reparametrization
lems. Nonetheless, the representation of the molecular emf existing static terms. For very large macromolecules, ex-
ergy and charge distribution as an expansion about thpansion of the energy can be taken about molecular frag-
neutral atoms is considerably limited in its ability to give ments(for instance individual amino acids or DNA nucle-
high accuracy. Consequently, a new method that providestide unitg, thus allowing distinct chemical groups to be
high accuracy and can be systematically improved is relinked together in the same spirit as conventional macromo-
quired for reliable molecular simulations. lecular simulation force fields.

The CPE formulation presented here accommodates It is known that for linear and planar molecules, chemi-
these difficulties. Since the total molecular energy is ex-cal potential equalization methods that use “spherical-atom”
panded about the ground-state molecular density, the examtpresentationémore properly termed in the present formal-
energy and charge distribution are recovered in the absenéem “spherical atom-centered basis functiopngannot de-
of an applied field. This is convenient for molecular simula-scribe polarization out of line or out of plane. It has been
tions that routinely obtain atomic point charges and dipolesuggested that implementation of a Drude oscillator model
from ab initio calculations of molecules in the gas phase. Forinto the standard chemical potential equalization method can
a system of interacting molecules, the CPE method providele used to circumvent this difficulfy. The Drude model uses
a model for the linear density response of each molecule im harmonic force constant that allows the electronic charge
the field of the other molecules, with the possibility of chargecloud to be displaced from the nuclear center. Similar models
transfer. As demonstrated in the preceding section, thifave been employed in molecular dynamics simulations of
method reproduces well the density response, even with vemnyater using distributed charge sites and treating the polariza-
simple basis function representations. More importantly, systion as a explicit degree of freeddthin the present gener-
tematic improvement of the methodology is straight forwardalized CPE formalism, dipolér higher multipol¢ polariza-
by inclusion of more complete density basis functions, whichtion is a natural consequence of using basis functions with
may include off-center functions in bond regions or functionssuitable symmetry. The method has the additional advantage
with higher angular momenturfmultipolar) symmetry. that since density basis functions are employed, there is no

The methods proposed by Mortiet al ' and Rappand  difficulty associated with divergence of the energy resulting
Goddard® are, in fact, particular cases of the general formal-from interactions of point charges and dipoles at close dis-
ism developed here. To illustrate this, consider the integralances.

Taylor expansion E(5) to be chosen about the neutral-atom It should be pointed out that the present model has been

VI. RELATION TO OTHER CHEMICAL POTENTIAL
EQUALIZATION MODELS
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introduced specifically as an empirical model for polarization (i) Variational flexibility is provided by modeling the

and charge transfer, derived from density-functional theorydensity response in terms of basis functions. This has the

The use of basis functions for the linear density responsadvantage that even linear and planar molecules and chemi-

illustrates that one should be careful in interpreting the pacal groups can have correct local anisotropic polarizabilities.

rameters of this model as having any well defined “atomic” (i) A simple semiempirical form for the hardness ma-

character, since there has been no effort here to rigorouslyix is suggested that allows non-Coulombic contributions to

define an atom in a molecule. If such an interpretation isbe modeled by an overlap term. Efficient analytical evalua-

sought, for example, in the analysis of wave functions fromtion of the hardness matrix is efficiently accomplished with

electronic structure calculations, one must adopt a rigorou&aussian basis functions.

definition of an atom in a molecufeand employ appropriate Numerical application at two basis-set levels demon-

constraints. Such work has been explored extensively bgtrates that the CPE method can accurately reproduce in-

Cioslowski®® duced dipole moments and chemical potentials derived from
It is noteworthy to make a few comments on the param{1 DA density-functional calculations. In certain instances,

etrization of the proposed CPE model, and on future direcsuch as the case of linear and planar molecules, inclusion of
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