Density-functional expansion methods: Generalization of the auxiliary basis
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The formulation of density-functional expansion methods is extended to treat the second and higher-order terms involving the response density and spin densities with an arbitrary single-center auxiliary basis. The two-center atomic orbital products are represented by the auxiliary functions centered about those two atoms, and the mapping coefficients are determined from a local constrained variational procedure. This two-center variational procedure allows the mapping coefficients to be pretabulated and splined as a function of internuclear separation for efficient look up. The splines of mapping coefficients have a range no longer than that of the overlap integrals, and the auxiliary density appears as a single point-multipole expansion to all nonoverlapping atoms, thus allowing for the trivial implementation of a linear-scaling algorithm. The method is tested using Gaussian multipole expansions, and the effect of angular and radial completeness is explored. Several auxiliary basis sets are parametrized and compared to an auxiliary basis analogous to that used in the self-consistent-charge density-functional tight-binding model, and the method is demonstrated to greatly improve the representation of the density response with respect to a reference expansion model that does not use an auxiliary basis. © 2011 American Institute of Physics. [doi:10.1063/1.3587052]

I. INTRODUCTION

Density-functional expansion methods are derivable from an integral Taylor series expansion of the Kohn-Sham potential energy, and the currently most popular variant is the self-consistent-charge density-functional tight-binding (SCC-DFTB) model.1-4 Although SCC-DFTB has proven to be a very useful semiempirical model,5-8 there remain open questions as to which theoretical developments will result in the most beneficial improvements.3 For example, one of the recent improvements4,9 introduced charge-dependent corrections through the inclusion of higher-order expansion terms, i.e., beyond second-order; however, in a recent work,10 we explored the theory and approximations used in de novo density-functional expansion methods and concluded that a second-order potential energy expansion reproduces standard density functional theory (DFT) results extremely well if the model is not encumbered by the following approximations: (1) the two-body treatment of the first-order matrix elements, (2) the Slater monopole auxiliary basis representation of the response density, and (3) the limited size of the orbital basis. These approximations are used in SCC-DFTB for computational efficiency, but also pose severe limitations to the accuracy that can be achieved. The empirical corrections presented in Refs. 4 and 11 promise to be quite useful in masking the detrimental effects of these approximations; however, one should take care not to misconstrue the ability of a third-order model to reduce errors by attributing the primary reason for the presence of those errors to a premature truncation of the Taylor series expansion. Such attribution can only be made in the absence of the other, much more severe, approximations. Thus we feel that further investigation into the above three approximations is warranted and will lead to further insight and advancement of the models.

Recent work in the development of SCC-DFTB has focused on the pragmatic advancement of the model, and has resulted in new, efficient, and ever-improving methods,4,12-14 parameters,9,13-15 and computer codes.2,19,20 The approach we have chosen is quite different, in that we start from an ab initio-like model that reproduces DFT results very well without the use of parameters, and then identify where and quantify by how much the model breaks down when various approximations are introduced. This information is then used to motivate the design of new, computationally efficient, and physically realistic quantum models that retains high accuracy with only a minimal reliance on empirical parameters. One must recognize that a next-generation approximate DFT method that overcomes the three limitations listed above will ultimately require some parametrization, and will certainly be more computationally expensive than current SCC-DFTB methods. In this sense, our development is complimentary to the ongoing improvements of SCC-DFTB.

This paper focuses on the description of the response density through the use of an auxiliary basis. SCC-DFTB uses a Slater monopole auxiliary basis whose charges are determined from Mulliken partitioning. By using this type of auxiliary basis, SCC-DFTB avoids the need for computing three-and four-center electron repulsion integrals, and Mulliken partitioning allows for the rapid construction of the auxiliary density from the atomic orbital (AO) density matrix through spline evaluation of the precomputed overlap matrices; however, this crude representation of the response density can have adverse effects on electrostatic interactions.21 In general, accurate electrostatics are important for intermolecular interactions. Thus we are motivated to develop an improved approach to represent these contributions.
interactions, and in particular, hydrogen bonding.\textsuperscript{22,23} Variations of the SCC-DFTB method have been applied to water clusters,\textsuperscript{24} liquid water,\textsuperscript{24} and organic molecules,\textsuperscript{5} and limitations in hydrogen bonding were noted in many cases, although it is difficult to directly attribute these deficiencies solely to the electrostatic description.

To extend the auxiliary basis to higher-order multipoles, one must develop a formalism that can rapidly compute the coefficients used to represent the AO products with the auxiliary functions. Fortunately, there has been much interest in the use of auxiliary basis sets in the context of traditional \textit{ab initio} methods\textsuperscript{25–30} and polarizable density-fitted force fields,\textsuperscript{31–34} whose ideas we can draw upon. In the context of Kohn-Sham potential energy expansion methods, however, we seek to tailor the methodology to allow for the precomputation of these “mapping coefficients” on numerical splines, in a manner analogous to SCC-DFTB.

The formulation presented here is valid for an arbitrary single-center auxiliary and AO basis, and requires at most two-center integrals. This differs from most “resolution of the identity” methods, which require three-center integrals.\textsuperscript{25,26,29,35–38} In brief, each AO product is represented as a sum of auxiliary functions on either one (for coincident center AO products) or two atoms (for two-center AO products). The coefficients which map the AO products onto single-center auxiliary functions can be splined as a function of atom separation and their interpolated values are rotated into the desired orientation. The rotated mapping coefficients can be computed once before the self-consistent field (SCF) procedure starts, and thus the most computationally demanding aspects of this generalization are not compounded by the number of SCF iterations required to reach convergence. The numerical splines of mapping coefficients have a range no greater than those of the overlap matrix. Thus, their evaluation need only be performed over a petitle list of near-neighbors. Furthermore, the auxiliary density will appear as a single point multipole expansion to all nonoverlapping atoms. The importance of these two combined characteristics should not be overlooked, as this allows for a trivial implementation of a linear-scaling algorithm.\textsuperscript{35,39–41}

Our description of the auxiliary basis representation of the AO products is a very useful starting point for the description of other models and extensions of SCC-DFTB. We describe the nonlinear potential energy corrections as a general functional of the response density and spin densities and transform it into a function of atom positions, auxiliary moments of response charge density, and auxiliary moments of spin charge density. With this transformation, the Fock matrix elements are derived and it is shown that the expression depends only on the mapping coefficients and the vectors of auxiliary potentials and spin potentials, which are the derivatives of the energy with respect to the vectors of auxiliary moments and auxiliary spin moments, respectively. Thus, when describing a new energy functional that depends on the auxiliary representation of the density and spin densities, it is not necessary to derive expressions for the Fock matrix elements; one need only derive expressions for the auxiliary potentials.

Furthermore, we describe the mechanism that we have used for generating the mapping coefficient splines; we explore the effect of angular momentum and radial completeness of the auxiliary basis on response properties; and we parameterize an auxiliary basis using a limited number of auxiliary functions, and explore its ability to reproduce molecular geometries, dipole moments, bond energies, and the potential energy surface of a water dimer.

\section{II. METHODS}

\subsection{A. Auxiliary basis representation of atomic orbital products}

The energy of a Kohn-Sham expansion model\textsuperscript{10,42,43} evaluated about a spin-paired reference density can be written as

\begin{equation}
E = \sum_{ij} P_{ij} T_{ij} + V(0)(\mathbf{R}) + \sum_{ij} (P_{ij} - P_{ij}^{(0)}) V_{ij}^{(1)} + W[\delta \rho, \omega],
\end{equation}

where $\mathbf{P}$ and $\mathbf{P}^{(0)}$ are the single particle density and reference density matrices in the AO basis $\{\chi\}$, respectively; $\mathbf{T}$ is the kinetic energy matrix; $V(0)(\mathbf{R})$ is the reference potential energy, which depends on a reference density, assumed here to be a sum of reference atomic densities that are centered about and follow their respective atomic positions, denoted collectively by $\mathbf{R}$:

\begin{equation}
V_{ij}^{(1)} = \int \left[ \frac{\delta V[\rho, \omega]}{\delta \rho(r)} \right]_{0} \chi_{i}(r) \chi_{j}(r) d^{3}r.
\end{equation}

is the first-order density response potential energy matrix,\textsuperscript{44} $V[\rho, \omega]$ is the Kohn-Sham potential energy functional;\textsuperscript{45} the subscript “0” outside the functional derivative indicates that it is evaluated about the spin-averaged reference $[\rho(r) = \rho_{\text{red}}(r)$ and $\omega(r) = 0]$; and $W[\delta \rho, \omega]$ is a quantity that describes all second and higher-order terms of the response density.\textsuperscript{5} These functionals take as arguments the total density response $\delta \rho(r)$ and spin density $\omega(r)$, which are related to the spin-resolved density matrices and AO basis

\begin{equation}
\delta \rho(r) = \sum_{ij} (P_{ij}^{\sigma} + P_{ij}^{\beta} - P_{ij}^{(0)}) \chi_{i}(r) \chi_{j}(r),
\end{equation}

\begin{equation}
\omega(r) = \sum_{ij} (P_{ij}^{\alpha} - P_{ij}^{\beta}) \chi_{i}(r) \chi_{j}(r),
\end{equation}

which in turn are related to the molecular orbital coefficients $\mathbf{C}^\sigma$ and orbital occupation numbers $\mathbf{n}^\sigma$

\begin{equation}
P_{ij}^\sigma = \sum_k n_k^\sigma C_{ik}^\sigma C_{jk}^\sigma,
\end{equation}

arising from the solution of the generalized eigenvalue problem\textsuperscript{46}

\begin{equation}
\mathbf{F}^\sigma \cdot \mathbf{C}^\sigma = \mathbf{S} \cdot \mathbf{C}^\sigma \cdot \mathbf{E}^\sigma,
\end{equation}

where

\begin{equation}
F_{ij}^\sigma = \frac{dE}{dP_{ij}^\sigma}
\end{equation}

is the spin-resolved Fock matrix and $\mathbf{S}$ is the overlap matrix.
From the above equations, the energy can be minimized by performing a standard SCF procedure. The expression for the Fock matrix upon inserting Eq. (1) into (7) is

\[
F_{ij}^n = T_{ij} + V_{ij}^{(1)} + \int \frac{\delta W[\delta \rho, \omega]}{\delta \rho(r)} \chi_i(r) \chi_j(r) d^3r
+ \left( -1 \right)^{\delta_{a,b}} \int \frac{\delta W[\delta \rho, \omega]}{\delta \omega(r)} \chi_i(r) \chi_j(r) d^3r,
\]

however, the last two integrals are inconvenient to analytically evaluate within semiempirical models because, as it is known that \( W[\delta \rho, \omega] \) contains a Coulomb component, one would formally need to compute three- and four-center electron repulsion integrals.\(^{47}\) Of course, certain approximations or numerical techniques\(^{41,48}\) can reduce the evaluation of the Coulomb component to \( O(N \log N) \), and we describe now a general technique to simplify these integrals within Kohn-Sham expansion methods.

To avoid the need for computing three- or four-center integrals, one can approximate each product of AOs by a sum of single-center auxiliary functions \( \{ \varphi \} \)

where the \( M^a \)'s and \( M^b \)'s are coefficients that map the AO basis product onto the auxiliary basis of atoms \( a \) and \( b \), respectively. In principle, all auxiliary basis functions in the system could be used to represent each AO basis product; however, this would require evaluation of three-center integrals.\(^{26,80}\) By limiting the auxiliary representation to those atoms involved in the AO product, the mapping coefficients can be splined as a function of atom separation.

We defer the description of our method for determining the mapping coefficients for the time being, but as an explanatory example, we relate the above equation to SCC-DFTB. SCC-DFTB uses a single monopole auxiliary basis and this choice of basis provides a simple mechanism for obtaining the mapping coefficients. A Mulliken charge partitioning\(^{51}\) is equivalent to writing

\[
M_{ij}^a = S_{ij}, \quad \text{for } i \in a, j \in a,
\]

and

\[
M_{ij}^a = M_{ij}^b = \frac{1}{2} S_{ij}, \quad \text{for } i \in a, j \in b,
\]

although alternative mapping procedures, such as those used by the CM3 “class IV” charge model, are possible and have been used with SCC-DFTB as well.\(^{52}\)

The single-center auxiliary basis allows us to write the response density as a sum of auxiliary functions and associated auxiliary moments of response charge density \( m \) and spin charge density \( s \)

\[
\delta \rho(r) = - \sum_a \sum_k m^a_k \varphi_k(r - R_a),
\]

and

\[
\omega(r) = - \sum_a \sum_k s^a_k \varphi_k(r - R_a),
\]

where the auxiliary charge and spin charge moments of auxiliary function \( k \) on atom \( a \) are

\[
m^a_k = - \sum_{i \in a} \sum_{j \in a} \left( P_{ij} - P_{ij}^{(0)} \right) M^a_{ij} - \sum_{i \in a} \sum_{j \notin a} \left( P_{ij} - P_{ij}^{(0)} \right) M^a_{ij}
\]

and

\[
s^a_k = - \sum_{i \in a} \sum_{j \notin a} \left( P_{ij}^a - P_{ij}^\beta \right) M^a_{ij} - \sum_{i \notin a} \sum_{j \in a} \left( P_{ij}^a - P_{ij}^\beta \right) M^a_{ij}
\]

The leading minus signs in Eqs. (12)–(15) appear as a part of the transformation between electron density and charge density representations.

One can rewrite the last term in Eq. (1) so that it is a function of each atom’s \( m \)'s, \( s \)'s, and atom position, as opposed to a functional of \( \delta \rho(r) \) and \( \omega(r) \), i.e., \( W[\delta \rho, \omega] \rightarrow W(m^a, m^b, \ldots, m^a, s^a, s^b, \ldots, s^b, R) \); however, for ease of notation we will indicate that the function depends on the auxiliary moments of all atoms by dropping the atom index superscript, e.g., \( W(m, s, R) \). As an example of this transformation, the Coulomb functional

\[
J[\delta \rho] = \frac{1}{2} \int \int \frac{\delta \rho(r) \delta \rho(r')}{|r - r'|} d^3r d^3r'
\]

becomes

\[
J(m, R) = \sum_a \sum_b \sum_{k \in a} \sum_{k' \in b} m^a_k m^b_{k'}
\]

\[
\times \frac{1}{2} \int \int |r - r'|^{-1}
\]

\[
\times \varphi_k(r - R_a) \varphi_{k'}(r' - R_b) d^3r d^3r'.
\]
Upon applying this transformation to \( W[\delta \rho, \omega] \), the Fock matrix [Eq. (7)] is

\[
F_{ij}^{\sigma} = T_{ij}^{(1)} + V_{ij}^{(1)} + \sum_a \sum_k \frac{\partial W(\mathbf{m}, \mathbf{s}, \mathbf{R})}{\partial m_a^k} \frac{d m_a^k}{d P_{ij}^{\sigma}} \]

\[
+ \sum_a \sum_k \frac{\partial W(\mathbf{m}, \mathbf{s}, \mathbf{R})}{\partial s_a^k} \frac{d s_a^k}{d P_{ij}^{\sigma}}
\]

where the required derivatives [from Eqs. (14)–(15)] are

\[
dm_a^k/dP_{ij}^{\sigma} = \begin{cases} -M_{ij}^a, & \text{if } i \in a \text{ or } j \in a \\ 0, & \text{otherwise}, \end{cases}
\]

\[
ds_a^k/dP_{ij}^{\sigma} = \begin{cases} \phi^{a,\sigma}_k = p^a_k + (-1)^{\delta_{i,j}} w^a_k, & \text{is a spin-resolved auxiliary charge potential.} \end{cases}
\]

To summarize, the procedure for computing the Fock matrix is:

- Compute the \( T, \ V^{(1)} \), and the density matrices [Eq. (5)].
- Form the auxiliary moments from the mapping coefficients and density matrices [Eqs. (14) and (15)].
- Compute the auxiliary potentials [Eqs. (21) and (22)].
- Compute the spin-resolved auxiliary potentials [Eq. (24)]
- Map the spin-resolved auxiliary potentials into the Fock matrices [Eq. (23)].

B. Calculation of the mapping coefficients

Our approach for computing the mapping coefficients is to pretabulate them for one-center AO products and to generate numerical splines for the two-center AO products. When the angular dependence of both the AO and auxiliary basis are described by spherical harmonics and the atom pairs are aligned along the \( z \)-axis, many of the mapping coefficients vanish due to symmetry. Thus, only the nonzero mapping coefficients must be stored on numerical splines. To obtain the two-center mapping coefficient matrix from the pretabulated splines, one first zeros the mapping coefficient matrix, fills in the non-zero elements by spline look up, and then performs a series of spherical harmonic rotations into the desired orientation. To perform the rotation, a single, block-diagonal unitary matrix of real-valued Wigner-D matrices can be efficiently computed from recurrence relations.\(^{33}\) The calculation of this matrix requires the \( 3 \times 3 \) matrix that rotates a vector pointing along the \( z \)-axis to a vector pointing along the desired internuclear vector \( \mathbf{R}_{ab} \). This rotation matrix is defined by \( \mathbf{R}_b \), and hence we note a diagonal block of the unitary matrix by \( \mathbf{D}(\mathbf{R}_{ab}) \). The block elements represent indices of orbital blocks \( i \) and \( j \). The elements \( \mu_i, \mu_j, \) and \( \mu \) within the \( ij \)-block in the \( \mathbf{R}_{ab} \)-oriented frame \( [M^{a}_{\mu_i,\mu_j,\mu_i}(\mathbf{R}_{ab})] \) are related to the \( ij \)-block in the \( Z_{ab} \)-oriented frame \( [M^{a}_{\mu_i,\mu_j,\mu_i}(\mathbf{Z}_{ab})] \) by

\[
M^{a}_{\mu_i,\mu_j,\mu_i}(\mathbf{R}_{ab}) = \sum_{\mu_i'} \sum_{\mu_j'} \sum_{\mu_k} D^{i}_{\mu_i,\mu_i'}(\mathbf{R}_{ab}) D^{j}_{\mu_j,\mu_j'}(\mathbf{R}_{ab})
\]

\[
\times D^{k}_{\mu_k,\mu_i'}(\mathbf{R}_{ab}) \times M^{a}_{\mu_i',\mu_j',\mu_i}(\mathbf{Z}_{ab})
\]

The mapping coefficients of orbital product \( i \) and \( j \) on atoms \( a \) and \( b \) separated by \( Z_{ab} \) along the \( z \)-axis are computed from a constrained electrostatic fitting procedure. For this AO product and atom separation, we seek to determine all \( k \) in \( M^{a}_{ij,k} \) and \( M^{b}_{ij,k} \), which we represent collectively by the vector \( \mathbf{M} \). Suppose that atoms \( a \) and \( b \) had \( N_{aux,a} \) and \( N_{aux,b} \) auxiliary functions, respectively, then the first \( N_{aux,a} \) elements of \( \mathbf{M} \) would correspond to all \( k \) in \( M^{a}_{ij,k} \) and the last \( N_{aux,b} \)
elements being those $k$ in $M_{ijk}$. The auxiliary representation of the $ij$ AO product is exact when the electrostatic potential of the auxiliary representation matches the electrostatic potential of the AO product everywhere. This implies the variational condition\textsuperscript{36, 54}

$$\delta \left\{ \mathbf{M}^T \cdot \mathbf{g} - \frac{1}{2} \mathbf{M}^T \cdot \mathbf{D} \cdot \mathbf{g} \cdot \mathbf{M} - (\mathbf{M}^T \cdot \mathbf{D} - \mathbf{d}^T) \cdot \mathbf{u} \right\} = 0,$$  \hspace{1cm} (26)

where

$$g_k = \int \int \frac{\varphi_k(\mathbf{r} - \mathbf{R}_k)}{|\mathbf{r} - \mathbf{r}'|} \times \chi_i(\mathbf{r}') \chi_j(\mathbf{r}' - \mathbf{R}_b) d^3 r d^3 r',$$  \hspace{1cm} (27)

$$\eta_{k',k} = \int \int \frac{\varphi_k(\mathbf{r} - \mathbf{R}_k) \varphi_{k'}(\mathbf{r} - \mathbf{R}_{k'})}{|\mathbf{r} - \mathbf{r}'|} d^3 r d^3 r',$$  \hspace{1cm} (28)

and $\mathbf{R}_k$ and $\mathbf{R}_{k'}$ are either $\mathbf{R}_a$ or $\mathbf{R}_b$, depending on whether that element $k$ is associated with the expansion on atom $a$ or $b$, respectively.

The vector $\mathbf{u}$ is a set of Lagrange multipliers enforcing multipole moment constraints, i.e., an element of $\mathbf{d}$ is the multipole moment of the AO product

$$d_{l_1,\mu} = \int \chi_i(\mathbf{r} - \mathbf{R}_a) \chi_j(\mathbf{r} - \mathbf{R}_b) C_{l_1,\mu}(\mathbf{r}) d^3 r,$$  \hspace{1cm} (29)

where $C_{l_1,\mu}(\mathbf{r})$ is a real regular solid harmonic and

$$D_{l_1,\mu,k} = \int \varphi_k(\mathbf{r} - \mathbf{R}_k) C_{l_1,\mu}(\mathbf{r}) d^3 r,$$  \hspace{1cm} (30)

is the corresponding multipole moment of the auxiliary function.

The solution to the electrostatic fit is

$$\mathbf{M} = \eta^{-1} \cdot (\mathbf{g} - \mathbf{D} \cdot \mathbf{u})$$  \hspace{1cm} (31)

where

$$\mathbf{u} = (\mathbf{D}^T \cdot \eta^{-1} \cdot \mathbf{D})^{-1} \cdot (\mathbf{D}^T \cdot \eta^{-1} \cdot \mathbf{g} - \mathbf{d}).$$  \hspace{1cm} (32)

The number of multipole moments that we constrain depends on the choice of auxiliary functions, and the constraints are chosen in a manner that avoids having to solve an overdetermined linear equation. Each atom has a set of auxiliary functions, each with some angular momentum; let $l_{\text{max},a}$ and $l_{\text{max},b}$ be the maximum angular momentum within the set of auxiliary functions on atoms $a$ and $b$, respectively. Furthermore, let $l_{\text{max},ab} = \max(l_{\text{max},a}, l_{\text{max},b})$ and $l_{\text{min},ab} = \min(l_{\text{max},a}, l_{\text{max},b})$. We include all angular components $(l, \mu)$ in Eqs. (29) and (30) from $l = 0$ to $l = l_{\text{max},ab}$ and those components $\mu$ in $l = l_{\text{max},ab} + 1$ for which $|\mu| \leq l_{\text{min},ab}$. Thus, there are a total of $(l_{\text{max},ab} + 1)^2 + 2l_{\text{min},ab} + 1$ constraints. As an example, suppose that both atoms used monopole auxiliary functions only. In this case, we constrain the mapping coefficients to preserve the value of the AO product overlap integral and the dipole moment along the internuclear axis. In the event that each atom contained a single monopole auxiliary function only, the constraints uniquely define the solution.

The tabulation of the one-center mapping coefficients is similar to above; however, there is only one set of auxiliary functions (those coincident with the orbital product), and there are only $(l_{\text{max},a} + 1)^2$ constraints.

C. Functional form of the auxiliary basis

Our choice of auxiliary basis $\{\varphi\}$ is a set of real-valued Gaussian multipole expansions\textsuperscript{35} (GME) of the form

$$\varphi_{l,\mu}(\mathbf{r} - \mathbf{R}_a; \xi) = \frac{C_{l,\mu}(\nabla_a)}{(2l - 1)!!} \sum_{\gamma=1}^{3} c_\gamma \chi_\gamma(\xi) \left\{ \frac{3}{2} e^{-\xi |r - \mathbf{R}_a|^2} \right\}^\gamma,$$  \hspace{1cm} (33)

where $C_{l,\mu}(\nabla_a)$ is a spherical tensor gradient operator\textsuperscript{36, 57} (STGO) acting on $\mathbf{R}_a$, and the three contraction coefficients $c_1 = 0.362052775509, c_2 = 0.626205052863, c_3 = 0.011742171628$ and primitive exponents (a.u.) $\zeta_1(1) = 0.40683388492$, $\zeta_2(1) = 0.091079673420$, $\zeta_3(1) = 0.515225213759$ have been chosen to well-reproduce a Slater function with unit exponent ($\xi = 1$). The primitive Gaussian exponents are thus functions of the Slater exponent and scale according to $\zeta_\gamma(\xi) = \zeta_\gamma(1) \times \xi^2$.

A GME of order $l_{\text{max}}$ contains a total of $(l_{\text{max}} + 1)^2$ functions; all of which share a common Slater exponent $\xi$ and differ only by which $(l, \mu)$-indices are used in the STGO. We refer to a GME by its maximum order, e.g., D refers to a GME of $l_{\text{max}} = 2$. Furthermore, we may use more than one GME on an atom, e.g., 3D, which indicates that there are three GMEs with $l_{\text{max}} = 2$ and each corresponding to one of three Slater exponents. The idea of using more than one GME may initially seem daunting to the reader; however, it has previously been shown\textsuperscript{55} that the GME integrals can be computed very efficiently, and the calculation of the Coulomb energy [Eq. (17)] is greatly simplified merely from the fact that an atom will appear as a single point multipole expansion to all nonoverlapping atoms.

D. Computational details

1. Reference models

The application of the theory presented in the preceding sections requires the assessment of some practical questions: How many GMEs are necessary? What maximum angular momentum order do they need to be? What Slater exponents should be used? To answer these questions, we must have a mechanism for judging if an auxiliary basis is "good" or "bad." Our generalization is founded on the principle that an auxiliary basis can reproduce AO products, so we choose to judge the goodness of an auxiliary basis by observing the extent to which the results of a reference model change when $W[\delta_\mu, \omega]$ is evaluated with auxiliary functions instead of the AO products. We wish to limit the differences between the models used in our comparisons so that we can make
meaningful attributions of the errors to specific approximations. SCC-DFTB is sufficiently reliant on large empirical corrections that we suspect a successful application of our generalization to it would require even more empiricism or significant changes to those corrections. Therefore, we have chosen to instead use the “VE” method introduced in Ref. 10 as our reference model because, not only is it accurate, but the differences between it and standard PBE/6-31G* can be attributed entirely to the Taylor series truncation of the exchange-correlation functional to first order.

The VEJ model is completely described in Ref. 10, however, let us review its functional form. The VEJ model is an all-electron second-order Kohn-Sham potential energy expansion method that evaluates the zeroth and first-order expansion terms without integral approximations, and uses a Coulomb approximation for the second functional derivatives of the Kohn-Sham potential energy. The VEJ model is evaluated using the PBE functional and the AOs and atom reference densities resulting from isolated atom calculations solved with a spherical harmonic 6-31G* basis in the absence of a radial confinement potential. The expression for the VEJ energy is $E_{VEJ}[\delta \rho, \omega, \mathbf{R}] = E_{TB}[\delta \rho, \mathbf{R}] + W_{VEJ}[\delta \rho, \omega]$, where

$$E_{TB}[\delta \rho, \mathbf{R}] = -\frac{1}{2} \sum_{ij} P_{ij} \int \nabla \psi_i(\mathbf{r}) \nabla \psi_j(\mathbf{r}) d^3\mathbf{r} + \int \rho_{\text{ref}}(\mathbf{r}) \left( v(\mathbf{r}) + \frac{1}{2} \phi_{\text{ref}}(\mathbf{r}) \right) d^3\mathbf{r} + E_{\text{PBE}}[\rho_{\text{ref}}(\mathbf{r}), \mathbf{R}]$$

$$+ \int \delta \rho(\mathbf{r}) \left( v(\mathbf{r}) + \phi_{\text{ref}}(\mathbf{r}) \right) d^3\mathbf{r} + \left[ \frac{\delta E_{\text{PBE}}[\rho, \omega]}{\delta \rho(\mathbf{r})} \right]_0 d^3\mathbf{r}, \quad (34)$$

$v(\mathbf{r}) = -\sum_a Z_a |\mathbf{r} - \mathbf{R}_a|^{-1}$, $\rho_{\text{ref}}(\mathbf{r}) = \sum_a \rho_a(\mathbf{r} - \mathbf{R}_a)$, $\rho_a(\mathbf{r})$ is the atomic density of atom $a$, $\phi_{\text{ref}}(\mathbf{r}) = \int \rho_{\text{ref}}(\mathbf{r}) |\mathbf{r} - \mathbf{r}'|^{-1} d^3\mathbf{r}$, $E_{\text{PBE}}[\rho, \omega]$ is the PBE exchange-correlation functional, and $W_{VEJ}[\delta \rho, \omega] = J[\delta \rho]$ [Eq. (16)]. When we say that VEJ is the reference model and we make comparison of it to an “auxiliary model,” we mean that the auxiliary model is the VEJ model in which $W_{VEJ}[\delta \rho, \omega]$ is replaced by Eq. (36), i.e., all AO products appearing in the second-order energy are replaced by the auxiliary basis.

The VEJ energy lacks second-order exchange-correlation and is therefore incapable of describing spin-polarization. Our generalization allows for spin-polarized forms of $W(\mathbf{m}, \mathbf{s}, \mathbf{R})$, and so the reader may prefer that we choose a spin-polarizable reference model. Indeed, we could have chosen to use the “VE” model, which goes one step beyond the VEJ model by including second-order exchange-correlation; however, its evaluation requires more than one- and two-center integrals and thus completely defeats the purpose of having used the auxiliary basis. Although a comparison is possible, we want to avoid the appearance of advocating the use of an auxiliary basis with such a Hamiltonian. We limit our examination of second-order exchange-correlation effects for this reason and consider it here only within the confines of a special case.

Specifically, we will use the VE model (see below) with auxiliary basis sets to quantify their ability to reproduce the electronegativity and hardness of atoms.

The energy of the VE model is

$$E_{VE}[\delta \rho, \omega, \mathbf{R}] = E_{TB}[\delta \rho, \mathbf{R}] + W_{VE}[\delta \rho, \omega],$$

$$W_{VE}[\delta \rho, \omega] = J[\delta \rho] + \frac{1}{2} \int \delta \rho(\mathbf{r})^2 \left[ \frac{\delta^2 E_{\text{SPW92}}[\rho, \omega]}{\delta \rho(\mathbf{r})^2} \right]_0 d^3\mathbf{r} + \frac{1}{2} \int \omega(\mathbf{r})^2 \left[ \frac{\delta^2 E_{\text{SPW92}}[\rho, \omega]}{\delta \omega(\mathbf{r})^2} \right]_0 d^3\mathbf{r}, \quad (35)$$

and $E_{\text{SPW92}}[\rho, \omega]$ is the SPW92 exchange-correlation functional. When we say that VE is the reference model and we are making a comparison to an “auxiliary model,” we mean that the auxiliary model is the VE model in which $W_{VE}[\delta \rho, \omega]$ is replaced by Eq. (36).

$$W_{VE}(\mathbf{m}, \mathbf{s}, \mathbf{R}) = J(\mathbf{m}, \mathbf{s}) + \frac{1}{2} \sum_a \sum_b \sum_{k \epsilon a} \sum_{k \epsilon b} m_a^k m_b^k$$

$$\times \int \psi_a(\mathbf{r} - \mathbf{R}_a) \psi_b(\mathbf{r} - \mathbf{R}_a)$$

$$\times \left[ \frac{\delta^2 E_{\text{SPW92}}[\rho, \omega]}{\delta \rho(\mathbf{r})^2} \right]_0 d^3\mathbf{r} + \frac{1}{2} \sum_a \sum_b \sum_{k \epsilon a} \sum_{k \epsilon b} \delta_{s_a^0 s_b^0}$$

$$\times \int \psi_a(\mathbf{r} - \mathbf{R}_a) \psi_b(\mathbf{r} - \mathbf{R}_a)$$

$$\times \left[ \frac{\delta^2 E_{\text{SPW92}}[\rho, \omega]}{\delta \omega(\mathbf{r})^2} \right]_0 d^3\mathbf{r}. \quad (36)$$

2. Unoptimized auxiliary basis sets

Before one can optimize the auxiliary Slater exponents, one must first make a decision regarding the number of Slater exponents that are to be be optimized and the maximum order of the GMEs. For this purpose, we examine several auxiliary basis sets in Table I whose exponents have not been optimized. The basis sets 1S(M), 1S, 1P, 1D, 1F, and 1G use a single contracted Slater-type GME whose Slater exponent was chosen to reproduce the experimental hardness of the atom, because this is how they are chosen in SCC-DFTB. The mapping coefficients for all auxiliary basis sets in these tables were performed using the procedure described in the previous sections, except for the model using the 1S(M) basis, which instead uses a simple Mulliken partitioning [Eqs. (10) and (11)]. The 6S, 6P, 6D, 6F, and 6G auxiliary basis sets appearing in Table I use six GMEs per atom, and considering that combinations of GMEs can act to form Slater-like representations, each GME is limited to a single, primitive Gaussian instead of being a contracted representation of a Slater function. The primitive Gaussian exponents of the 6S-6G basis have not been optimized. Instead, every atom has the exact same set of six Gaussian exponents: 10, 5, 2.5, 1, 0.4, and 0.1 a.u..
3. Optimized auxiliary basis sets

Based on the 1S-1G and 6S-6G results shown in Table I, we have chosen several auxiliary basis sets whose Slater exponents were optimized in a nonlinear fitting procedure described below. We defer most of our discussion to Sec. III, but to understand our notation, let us briefly summarize some of our arguments and observations. As one traverses down the rows of the periodic table, the number of AOs increases, their radial behavior becomes more complicated, and the oscillatory nature of the AO products are further compounded. From this argument and from our experience, this requires a corresponding increase in the number of GMEs necessary to describe the AO products for heavier elements. To denote this, let the GMEs for period 1, 2, and 3 elements be separated by commas, e.g., “2P,3D,4F” indicates elements (Li-Ne) use a 3D GME basis, and period 3 elements (Na-Ar) use a 4F GME basis. The 2P,3D,4F auxiliary basis compounded. From this argument and from our experience, the number of molecules included in the statistics. A value of N less than 52 indicates that some molecules do not SCF converge.

\[
\chi^2 = \sum_{i=1}^{N_{mol}} 20|\Delta q^{(1)}|_i + 3|\Delta q^{(2)}|_i + 500|\Delta W|_i + 500|\Delta E_{\text{resp}}|_i + \frac{1}{2}|\Delta \rho_{\text{Model}}|_i, \tag{37}
\]

where \(|\Delta q^{(1)}|\) is the vector-norm of the difference between the model and VEJ-computed dipole moments, i.e., the dipole moment magnitude of the model and VEJ-computed difference density, \(|\Delta q^{(2)}|\) is the vector-norm of the quadrupole moment difference,

\[
E_{\text{resp}} = E_{\text{scf}} - V^{(0)}(R) - \sum_{ij} p^{(0)}_{ij} T_{ij} \tag{38}
\]

is a “response energy” and \(|\Delta E_{\text{resp}}|_i\) is the absolute difference between the model and VEJ response energies of molecule \(i\).

\[
|\Delta W|_i = |J(m_{\text{Model},i}, R) - J(\delta \rho_{\text{VEJ}})|_i \tag{39}
\]

is the difference between the auxiliary model and VEJ response density Coulomb self-energies of molecule \(i\).

The final quantities to be explained in Eq. (37),

\[
|\Delta \rho_{\text{VEJ}}| = \int |\delta \rho_{\text{VEJ}}(r)| d^3 r \tag{40}
\]

and

\[
|\Delta \rho_{\text{Model}}| = \int |\delta \rho_{\text{Model}}(r)| d^3 r, \tag{41}
\]

Following Ref. 10, we examine the errors of several properties (Tables I-II) using the statistics gathered from 52 molecules taken from the G2/97 neutral small molecule test set. The parametrization began by first fitting the Slater exponents of H, C, N, and O to a subset of these molecules, and then optimizing the exponents of the other atoms while fixing the values of H, C, N, and O. The parametrization consists of (1) choosing a trial set of Slater exponents, (2) using those exponents to perform SCF calculations on a pre-defined set of molecules, whose coordinates are fixed to the standard PBE/6-31G* optimized geometries, and then (3) computing a set of quantities derivable from the response density and comparing those to the corresponding VEJ-computed values. The process is repeated until no better fit is found, and the merit function that we have used to evaluate the fit is

\[
\chi^2 = \sum_{i=1}^{N_{mol}} 20|\Delta q^{(1)}|_i + 3|\Delta q^{(2)}|_i + 500|\Delta W|_i + 500|\Delta E_{\text{resp}}|_i + \frac{1}{2}|\Delta \rho_{\text{Model}}|_i, \tag{37}
\]

where \(|\Delta q^{(1)}|\) is the vector-norm of the difference between the model and VEJ-computed dipole moments, i.e., the dipole moment magnitude of the model and VEJ-computed difference density, \(|\Delta q^{(2)}|\) is the vector-norm of the quadrupole moment difference,

\[
E_{\text{resp}} = E_{\text{scf}} - V^{(0)}(R) - \sum_{ij} p^{(0)}_{ij} T_{ij} \tag{38}
\]

is a “response energy” and \(|\Delta E_{\text{resp}}|_i\) is the absolute difference between the model and VEJ response energies of molecule \(i\).

\[
|\Delta W|_i = |J(m_{\text{Model},i}, R) - J(\delta \rho_{\text{VEJ}})|_i \tag{39}
\]

is the difference between the auxiliary model and VEJ response density Coulomb self-energies of molecule \(i\).

The final quantities to be explained in Eq. (37),

\[
|\Delta \rho_{\text{VEJ}}| = \int |\delta \rho_{\text{VEJ}}(r)| d^3 r \tag{40}
\]

and

\[
|\Delta \rho_{\text{Model}}| = \int |\delta \rho_{\text{Model}}(r)| d^3 r, \tag{41}
\]

Following Ref. 10, we examine the errors of several properties (Tables I-II) using the statistics gathered from 52 molecules taken from the G2/97 neutral small molecule test set. The parametrization began by first fitting the Slater exponents of H, C, N, and O to a subset of these molecules, and then optimizing the exponents of the other atoms while fixing the values of H, C, N, and O. The parametrization consists of (1) choosing a trial set of Slater exponents, (2) using those exponents to perform SCF calculations on a pre-defined set of molecules, whose coordinates are fixed to the standard PBE/6-31G* optimized geometries, and then (3) computing a set of quantities derivable from the response density and comparing those to the corresponding VEJ-computed values. The process is repeated until no better fit is found, and the merit function that we have used to evaluate the fit is

\[
\chi^2 = \sum_{i=1}^{N_{mol}} 20|\Delta q^{(1)}|_i + 3|\Delta q^{(2)}|_i + 500|\Delta W|_i + 500|\Delta E_{\text{resp}}|_i + \frac{1}{2}|\Delta \rho_{\text{Model}}|_i, \tag{37}
\]

where \(|\Delta q^{(1)}|\) is the vector-norm of the difference between the model and VEJ-computed dipole moments, i.e., the dipole moment magnitude of the model and VEJ-computed difference density, \(|\Delta q^{(2)}|\) is the vector-norm of the quadrupole moment difference,

\[
E_{\text{resp}} = E_{\text{scf}} - V^{(0)}(R) - \sum_{ij} p^{(0)}_{ij} T_{ij} \tag{38}
\]

is a “response energy” and \(|\Delta E_{\text{resp}}|_i\) is the absolute difference between the model and VEJ response energies of molecule \(i\).

\[
|\Delta W|_i = |J(m_{\text{Model},i}, R) - J(\delta \rho_{\text{VEJ}})|_i \tag{39}
\]

is the difference between the auxiliary model and VEJ response density Coulomb self-energies of molecule \(i\).

The final quantities to be explained in Eq. (37),

\[
|\Delta \rho_{\text{VEJ}}| = \int |\delta \rho_{\text{VEJ}}(r)| d^3 r \tag{40}
\]

and

\[
|\Delta \rho_{\text{Model}}| = \int |\delta \rho_{\text{Model}}(r)| d^3 r, \tag{41}
\]

Following Ref. 10, we examine the errors of several properties (Tables I-II) using the statistics gathered from 52 molecules taken from the G2/97 neutral small molecule test set. The parametrization began by first fitting the Slater exponents of H, C, N, and O to a subset of these molecules, and then optimizing the exponents of the other atoms while fixing the values of H, C, N, and O. The parametrization consists of (1) choosing a trial set of Slater exponents, (2) using those exponents to perform SCF calculations on a pre-defined set of molecules, whose coordinates are fixed to the standard PBE/6-31G* optimized geometries, and then (3) computing a set of quantities derivable from the response density and comparing those to the corresponding VEJ-computed values. The process is repeated until no better fit is found, and the merit function that we have used to evaluate the fit is

\[
\chi^2 = \sum_{i=1}^{N_{mol}} 20|\Delta q^{(1)}|_i + 3|\Delta q^{(2)}|_i + 500|\Delta W|_i + 500|\Delta E_{\text{resp}}|_i + \frac{1}{2}|\Delta \rho_{\text{Model}}|_i, \tag{37}
\]

where \(|\Delta q^{(1)}|\) is the vector-norm of the difference between the model and VEJ-computed dipole moments, i.e., the dipole moment magnitude of the model and VEJ-computed difference density, \(|\Delta q^{(2)}|\) is the vector-norm of the quadrupole moment difference,

\[
E_{\text{resp}} = E_{\text{scf}} - V^{(0)}(R) - \sum_{ij} p^{(0)}_{ij} T_{ij} \tag{38}
\]

is a “response energy” and \(|\Delta E_{\text{resp}}|_i\) is the absolute difference between the model and VEJ response energies of molecule \(i\).

\[
|\Delta W|_i = |J(m_{\text{Model},i}, R) - J(\delta \rho_{\text{VEJ}})|_i \tag{39}
\]

is the difference between the auxiliary model and VEJ response density Coulomb self-energies of molecule \(i\).

The final quantities to be explained in Eq. (37),

\[
|\Delta \rho_{\text{VEJ}}| = \int |\delta \rho_{\text{VEJ}}(r)| d^3 r \tag{40}
\]

and

\[
|\Delta \rho_{\text{Model}}| = \int |\delta \rho_{\text{Model}}(r)| d^3 r, \tag{41}
\]
quantify the absolute difference in response densities, i.e.,

\[
\Delta \rho_X(r) = - \sum_a \sum_k m_k^{\text{Model}} \varphi_k(r - R_a) \\
- \sum_{ij} \left( P_{ij}^X - P_{ij}^{(0)} \right) \chi_i(r) \chi_j(r),
\]

(42)

where the subscript “X” in \( \Delta \rho_X(r) \) is either “VEJ” or “Model,” which indicates whether the difference density is respect to the auxiliary model-computed density matrix \( P_{\text{Model}} \) or the VEJ-computed density matrix \( P_{\text{VEJ}} \).

4. Nonbonded interactions: The water dimer

Figure 2 displays the standard PBE/6-31G* \(^2\text{H}_2\text{O})\) and VEJ \(^2\text{d}\text{(d)}) water dimer interaction energy, i.e., \( \Delta E = E(2\text{H}_2\text{O}) - 2E(\text{H}_2\text{O}) \), as a two-dimensional function of oxygen position relative to a stationary water. Figures 2(b) and 2(c) are the difference in interaction energies, i.e., \( \Delta \Delta E = E_{\text{model}} - E_{\text{ref}} \), for 1S(M) and 2P,3D,4F, respectively, relative to standard PBE/6-31G*. Figures 2(e) and 2(f) are analogous differences with respect to VEJ. Each colored square in Fig. 2 represents a calculation in which the three atoms of a stationary water are fixed in space (shown explicitly) and the oxygen of a second water molecule is placed in the plane formed by the three atoms of the first. The position (Å) of the oxygen atom is represented by the x- and y-axis in Fig. 2. The position of the hydrogens in the second water are allowed to geometry optimize under the constraint that the internal geometry of the water preserves the PBE/6-31G* isolated water structure. Thus, each calculation involves a geometry optimization of a water dimer system having only three degrees of freedom: the orientation and “twist” of the \( C_2 \) axis of the second water.

5. Second-order exchange-correlation effects

Table III examines the effect of including second-order exchange-correlation on the Mulliken electronegativity \( \chi_M \) and Pearson hardness \( \eta_P \) of atoms, and of the ability of the 1S(M) and 2P,3D,4F basis sets to reproduce those effects when the second-order energy is replaced with expressions involving the auxiliary basis functions. The Mulliken electronegativity of an atom is \( \chi_M = (\text{IP} + \text{EA})/2 \), where IP and EA are the ionization potential and electron affinity of the atom, which are trivially related to the energy of the atom and its ions. The Pearson hardness of an atom is \( \eta_P = (\text{IP} - \text{EA})/2 \). To determine the effect of second-order exchange-correlation on these quantities, we compute \( \Delta \chi_M = \chi_M^{\text{VEJ}} - \chi_M^{\text{VEJ}} \) and \( \Delta \eta_P = \eta_P^{\text{VEJ}} - \eta_P^{\text{VEJ}} \), which are simply the differences in these quantities when we turn on (VE) and turn off (VEJ) second-order exchange-correlation contributions to the energy. These shifts can be computed from models that evaluate the second-order terms using the AO products, which we consider to be the “target” values. Similarly, the shifts can be evaluated using models that evaluate the second-order terms with an auxiliary basis, and the statistics in this table compare these shifts to the target values.

### Table IV. Timings (microseconds) of the pre-SCF calculation of \( \text{M}^a \) and \( \text{M}^b \) from spline evaluation and subsequent rotation using Eq. (25).

<table>
<thead>
<tr>
<th>Auxiliary basis</th>
<th>AO</th>
<th>1S</th>
<th>1P</th>
<th>1D</th>
<th>2P</th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1S1p</td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
<td>0.7</td>
<td>1.8</td>
<td>3.9</td>
<td></td>
</tr>
<tr>
<td>2S1p</td>
<td>0.7</td>
<td>1.0</td>
<td>1.3</td>
<td>3.6</td>
<td>5.2</td>
<td>11.5</td>
<td></td>
</tr>
</tbody>
</table>

### Table V. Timings (microseconds) of the GME Coulomb auxiliary potential and energy evaluation [Eqs. (17) and (21)] for primitive Gaussians (K=1) and contracted Slater-like functions (K=3).

<table>
<thead>
<tr>
<th>Aux. basis</th>
<th>K=1</th>
<th>K=2</th>
<th>K=3</th>
<th>K=4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1S</td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td>1P</td>
<td>0.7</td>
<td>1.0</td>
<td>1.3</td>
<td>3.6</td>
</tr>
<tr>
<td>1D</td>
<td>3.6</td>
<td>5.2</td>
<td>11.5</td>
<td>23.8</td>
</tr>
</tbody>
</table>

6. Computational effort

Tables IV–V report wall clock times required to compute the mapping coefficients [Eq. (25)] and Coulomb energy and potential [Eqs. (17) and (21)], respectively, for a pair of atoms. These timings were performed on a single Intel Xeon E5520 2.26GHz processing core. The computer code was written in Fortran 90 and compiled with the Intel Fortran Compiler Version 11.1 with the compilation flags “~xHost -O3.” Table IV reports the times as a function of both AO and auxiliary basis, and much of our discussion will focus on the 1s1p minimal valence timings, as opposed to the 6-31G* timings, since we suspect that most readers will be interested in AO basis sets similar to what SCC-DFTB currently uses.

III. RESULTS AND DISCUSSION

A. Unoptimized auxiliary basis sets

As explained in Ref. 10, there are a number of differences between the VEJ model and SCC-DFTB; however, the 1S(M)

<table>
<thead>
<tr>
<th>Aux. basis</th>
<th>K=1</th>
<th>K=2</th>
<th>K=3</th>
<th>K=4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1S</td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td>1P</td>
<td>0.7</td>
<td>1.0</td>
<td>1.3</td>
<td>3.6</td>
</tr>
<tr>
<td>1D</td>
<td>3.6</td>
<td>5.2</td>
<td>11.5</td>
<td>23.8</td>
</tr>
</tbody>
</table>
auxiliary basis and its usage of Mulliken charge mapping is consistent with SCC-DFTB’s treatment of electrostatics. Extending the Slater-monopole representation of the response density to include higher-order multipoles is, perhaps, what one might first try as being the simplest possible improvement, and it is for this reason that we include the 1S-1G results in Table I. We observe SCF convergence difficulties in the 1S-1G series as the angular momentum order is increased. Alternatively, the 6S-6D series shows SCF convergence difficulties only with low angular momentum orders. These observations result from two underlying issues: (1) When there is too little radial completeness, the multipole moment constraints can cause erroneous behavior near the nuclei (e.g., having the wrong “sign”) because the constraints enforce the long-range decay behavior of the AO-products with a weight of $r^l$, which renders the short-range behavior insignificant with increasing $l$. (2) When there is a large degree of radial completeness, but too little angular completeness, some AO products are well represented by the auxiliary basis, whereas others are not. We have come to conclude that achieving a uniform balance of electron repulsions is more important than making incremental improvements that can upset the balance of competing repulsive electronic forces. Furthermore, we have come to believe that the success of 1S(M) in SCC-DFTB is likely due to the fact that it so poorly represents all AO products that it avoids encountering the instabilities arising from the strong repulsions between a large number of different AO products.

B. Optimized auxiliary basis sets

We chose the $2P,3D,4F$ basis by partitioning the molecules into two subsets: molecules containing period 2 elements and molecules containing period 3 elements, and we then examined the the 6S-6G series of errors for each subset. The “period 2”-subset produced acceptably small $E_{\text{resp}}$ errors (1 mE_h) for D-type and higher GMEs, whereas period 3 elements required F-type GMEs to achieve that accuracy. Furthermore, we encountered SCF convergence difficulties when we used fewer than three D-type GMEs on period 2 elements and four F-type GMEs on period 3 elements. To further justify our use of the $2P,3D,4F$ basis, we parametrized other auxiliary basis sets that increment and decrement some of the GME orders, and we have also tried including an extra P-type GME on period 2 elements, but these methods did not offer significant improvement.

Table I compares the statistics between 1S(M) and $2P,3D,4F$ for the full set of 52 molecules that we’ve considered. The $2P,3D,4F$ basis reduces the multipole moment errors relative to 1S(M) by more than a factor of ten, and yields $E_{\text{resp}}$ errors of approximately 1 mE_h when compared to VEJ.
We find these results encouraging, and suspect that the errors could be reduced further had we allowed the GME primitive exponents and contraction coefficients to optimize freely, as opposed to being restricted to a Slater-like representation. This would allow for the possibility of including oscillatory behavior directly in the auxiliary basis instead of solely relying on linear combinations of GMEs to create the effect.

The differences between the 1S(M) and 2P,3D,4F basis sets may be better appreciated through the qualitative comparison shown in Fig. 1. In this figure, one can see that the 2P,3D,4F basis reproduces the complicated nodal structure of the response density in ethyne, the lone-pair lobe of sp\(^3\)-hybridized oxygen, and the D-response on chlorine. The 1S(M) isocontour surfaces lack all of the above listed characteristics.

To more fully compare the 1S(M) and 2P,3D,4F auxiliary basis models to VEJ, we display some geometric and energetic statistics produced upon geometry optimization in Table II. The 2P,3D,4F bond length errors are trivially small, the angle errors are a factor of six smaller than 1S(M), and the dipole moment errors are reduced by a factor of sixteen. 2P,3D,4F accurately reproduces the VEJ adiabatic bond energies to within 1% of the average reference value, and is 20 kcal/mol better than 1S(M).

C. Nonbonded interactions: The water dimer

The above comparisons were limited to isolated molecule properties, so to examine the extent to which the auxiliary basis affects nonbonded interactions, Fig. 2 compares the 1S(M), 2P,3D,4F, and VEJ interaction energy surfaces of a water dimer. The 2P,3D,4F basis reproduces the VEJ interaction surface very well, whereas the 1S(M) basis yields errors of approximately 4 m\(\text{E}_\text{h}\) in the region near the minimum energy configuration of the dimer. Our only purpose for displaying the PBE/6-31G\(^*\) interaction energy is to show the reader how well VEJ reproduces it, for if VEJ had carried the expansion of the exchange-correlation functional to infinite order, we would expect it to exactly reproduce PBE/6-31G\(^*\). The errors of 1S(M) persist in both comparisons, therefore the auxiliary basis and Taylor series truncation do not offset in a “happy-cancellation” of errors.

D. Second-order exchange-correlation effects

Table III examines how the electronegativity and hardness of atoms are changed when the second-order exchange-correlation (including spin-polarization) is included in the model. The 1S(M) auxiliary basis poorly reproduces the shifts

![Water dimer interaction energies](image-url)

FIG. 2. Water dimer interaction energies. The letters “O” and “H” are the position of the first water’s atoms, and the x- and y-axis (Å) indicate the position of the second water’s oxygen atom. The numerical values of the color scale represent either an interaction energy or an interaction energy difference in units of m\(\text{E}_\text{h}\). The standard PBE [(a)] and VEJ [(d)] interaction energies are differences in their total energies minus the sum of the monomer energies. The 1S(M) [(b)] and 2P,3D,4F [(c)] plots are the difference between their interaction energies and the standard PBE interaction energies, i.e., these are \(\Delta \Delta E\)’s. Parts (e) and (f) are analogous to (b) and (c), respectively: they are differences with respect to the VEJ interaction energies. All parts use the same water dimer geometries; the geometry optimizations were performed once with standard PBE/6-31G\(^*\) and the energy of all models were evaluated at those geometries. The absolute scale in parts (a) and (d) differ from the other parts, but the scales used in all parts are color-consistent. The solid lines appearing in all parts of the figure are contour lines taken from the PBE/6-31G\(^*\) interaction energy plot, and serve no purpose other than to aid the reader’s eye when comparing the location of colors between the plots.
in these quantities, whereas the 2P,3D,4F basis matches the AO product-computed shifts with an accuracy of 1 mE$_0$.

E. Computational effort

Our generalization formally scales quadratically with respect to system size and scales linearly for large systems when cutoffs and fast multipole methods become accurate and economical; however, it is of interest to gain a better perspective of the computational cost for small systems. There are two aspects here that would contribute significantly to the execution speed of an SCC-DFTB-like computer program: (1) the calculation of $\mathbf{M}^a$ and $\mathbf{M}^b$, and (2) the calculation of Eqs. (17) and (21) with a GME basis. The wall clock time required to compute these quantities for a pair of atoms is shown in Tables IV–V, respectively. By reporting the times for a pair of atoms, one can approximate the cost of computing $\mathbf{M}^a$ and $\mathbf{M}^b$ for an $N$-atom system by multiplying the times listed in the table by $N(N − 1)/2$. The times in Table V depend on the number of SCF iterations required to reach convergence, so the contribution of these times to the total execution time of the program would be approximately $N_{\text{iter}}N(N − 1)/2$.

$\mathbf{M}^a$ and $\mathbf{M}^b$ only need to be computed once before the SCF procedure begins, but it is obviously not the only thing that would be pre-computed in a typical SCF program, and so a doubling of times in Table IV does not indicate that the computer program would halve its net speed. Before the SCF begins, a typical program would also pre-compute the symmetric orthogonalization matrix $\mathbf{S}^{-1/2}$ from the overlap matrix, as this would be needed to transform the generalized eigenvalue problem [Eq. (6)] into a standard eigenvalue problem within every SCF cycle. This operation scales cubically with respect to the number of AOs; however, for a system of 5–15 heavy atoms with a 1s1p AO basis, its calculation requires approximately the same wall clock time as it does to compute all of the mapping coefficients with a 1D auxiliary basis (not just those for a pair of atoms). Therefore, although the 1s1p row in Table IV shows that it is 10 times more expensive to compute the 1D mapping coefficients than the 1S mapping coefficients, this would slow the pre-SCF part of the calculation by only a factor of two.

The timings in Table V are similar to those shown in Ref. 55; the algorithm used here is a direct implementation of what has previously been described. We note that the 1D Slater-like functions are twice as slow as the 1S timings; however, the Fock matrix must be diagonalized at every iteration as well, and so a doubling of times in Table V does not mean that the SCF cycles will halve their net speed. This, along with our discussion of Table IV, suggests to us that extending SCC-DFTB to quadrupoles would slow it down by no more than one-half. We emphasize that we are trying to be conservative with our estimate, and we would not be surprised if it performed even better.

IV. CONCLUSION

We have generalized the formulation of Kohn-Sham potential energy expansion methods to include arbitrary single-center auxiliary basis sets whose mapping coefficients can be pretabulated and splined as a function of dimer separation and rotated into the molecular orientation. A procedure for determining the mapping coefficients from a multipole moment constrained electrostatic fitting procedure has been described. We have used the above methods with GMEs to realize the computational advantages of the recently developed integral method in Ref. 55, and we explored the effect of GME angular momentum and radial completeness on its ability to reproduce AO-computed response properties. Furthermore, we parametrized the Slater exponents of an auxiliary basis, and it was shown to produce quantitatively correct density responses, and it reduced the errors of bond lengths, angles, and covalent bond strengths. The parametrized basis and a SCC-DFTB-like monopolar auxiliary basis were used to compute the potential energy surface of a water dimer, and it was shown that the hydrogen bond strength of the water dimer was underestimated when the density response was treated with monopolar functions, and this underestimation was corrected when multipolar auxiliary functions were used.

The present work is a significant advance in Kohn-Sham expansion methods and promises a route toward improved intra- and intermolecular interactions; however, this is not the proverbial end of the road. At its current stage, the VEJ method with an auxiliary basis is more akin to an ab initio method than a semiempirical method because it lacks a computationally efficient approximation for the first-order matrix elements. Granted, the first-order matrix elements need only be computed once before the SCF procedure begins; however, a truly efficient semiempirical method should overcome the use of quadrature altogether, but this is a subject we must defer to future work.

Another possible direction for future work would be to directly apply the auxiliary basis generalization presented here to SCC-DFTB. We suspect that fewer auxiliary functions would be necessary in SCC-DFTB since it uses a minimal valence basis. Thus there should be less need to incorporate the radial completeness that would otherwise be necessary to distinguish between products of similar AOs, e.g., 1s, 2s, 3s, etc., as is the case with an all-electron 6-31G* basis. Improving the AO product density electron repulsions would only address one of the three major approximations listed in the introduction, and so a simple implementation of this generalization may not yield an overall improved SCC-DFTB model without additional empiricism. Note that our previous work suggested that, if the first-order matrix elements are computed using a two-body approximation, a complete auxiliary basis would yield molecular dipole moment errors of approximately the same magnitude as a Slater monopole basis when evaluated at standard DFT geometries.
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