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ABSTRACT The characterization of electro-
static and chemical properties at the surface of
biological macromolecules is of interest in elucidat-
ing the fundamental biological structure-function
relationships as well as in problems of rational drug
design. This paper presents a set of macromolecular
quantum descriptors for the characterization of
biological macromolecules in solution that can be
obtained with modest computational cost from lin-
ear-scaling semi-empirical quantum/solvation meth-
ods. The descriptors discussed include: solvent-
polarized electrostatic surface potential maps,
equilibrated atomic charges, Fukui reactivity indi-
ces, approximate local hardness maps, and relative
proton potentials. These properties are applied to
study the conformational dependence of the electro-
static surface potential of the solvated phosphate-
binding protein mutant (T141D), the regioselectiv-
ity of the zinc finger domains of HIV-1 nucleocapsid
(NC) protein, and the order of pKa values of acidic
residues in turkey ovomucoid third domain
(OMTKY3) and of the zinc-binding residues in the
carboxyl terminal zinc finger of NC. In all cases,
insight beyond that obtainable from purely classical
models is gained and can be used to rationalize the
experimental observations. The macromolecular
quantum descriptors presented here greatly extend
the arsenal of tools for macromolecular characteriza-
tion and offer promise in applications to modern
structure-based drug design. Proteins 2004;56:724–737.
© 2004 Wiley-Liss, Inc.
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INTRODUCTION

Protein function is often modulated by binding to other
molecules (or ligands) such as metal ions, small molecules,
DNAs, and RNAs. The strength and specificity of the
protein-ligand binding are governed by steric factors, such
as size and shape, physicochemical interactions, such as
hydrophobicity, hydrogen bonding, electrostatic and van
der Waals forces, and chemical bonding. Over the past
decade, structure-based drug design has evolved into a
promising tool in medicinal chemistry,1,2 fueled in part by
extraordinary advances in three-dimensional protein struc-
ture determinations.3. An initial step in the structure-

based drug design cycle involves obtaining a detailed
knowledge of the geometric and physicochemical features
of the protein receptor-binding site and of the principles of
ligand-binding affinity and specificity.2,4 Over the past
decade, significant progress has been made in the develop-
ment of computational methods for identification and
analysis of ligand-binding sites.5,6 However, the molecular
features that give rise to selectivity remain elusive.2

Mapping the physicochemical properties of biological
macromolecules onto their molecular surfaces offers a
convenient means for visual inspection of the electrostatic
and chemical characteristics of ligand-binding sites. Elec-
trostatic surface potential (ESP) maps are routinely ap-
plied in structural biology and drug-design communities to
display the electrostatic potential patterns of solvated
proteins and nucleic acids and to aid qualitative prediction
of ligand-binding sites based on the principle of electro-
static complementarity.5,7,8 A common method to generate
these maps is based on the finite-difference solution to the
Poisson-Boltzmann equation (FDPB), in linearized or non-
linear form,9–12 using a set of static atomic point charges
and radii to model the macromolecular charge distribution
and dielectric cavity, respectively.13 The atomic charges
and radii are typically parameterized against the experi-
mentally measured solvation energies of small molecules14

or else adopted from a molecular modeling force field.
These methods have been applied with some success;
however, they are limited in that they do not account for
explicit electronic and solvent-induced polarization or the
contribution from high-order atomic multipoles.

An alternative approach is to perform fully quantum
mechanical calculations where the electron density is
allowed to explicitly polarize and to adapt variationally to
the solvated macromolecular environment. An advantage
of quantum mechanical methods lies in their ability to
provide, in principle, an accurate description of electronic
response properties that are not explicitly included in
conventional molecular mechanical models. For example,
chemical reactivity plays an important role in the small-
molecule binding to the zinc finger regions in HIV-1
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nucleocapsid protein (NC)15 and cannot be obtained from
the classical molecular modeling methods. Molecular elec-
trostatic potentials and local ionization and polarization
energies obtained from conventional quantum electronic
structure calculations have proved useful for the character-
ization of noncovalent interactions and reactivities of
small biological molecules.16,17 The ever lowering cost of
high-speed computational resources and the advances in
efficient linear-scaling algorithms18–24 have made pos-
sible the application of quantum methods, mainly at the
semi-empirical level at the present time, to solvated
macromolecules containing tens of thousands atoms.25–27

Recently, linear-scaling semi-empirical methods combined
with conductor-like screening model (COSMO)28–30 have
been applied to study solvent effects on the electrostatic
surface potential of nucleic acids,27 and the electrostatic
potential as well as local chemical reactivity of two zinc
finger regions in NC.31

Protein stability and function are dependent on environ-
mental pH.32 The knowledge of the pKa’s of ionizable
side-chains in a protein is important in structure-based
drug design, as ligand binding can be coupled to the
protein protonation state. A rigorous determination of pKa
value of a titratable residue involves formally 2N solvation
free energy calculations, where 2 accounts for the neutral
and charged states and N is the total number of protona-
tion sites. In this report, the electrostatic potential at a
titratable proton site (proton potential) is proposed as a
molecular descriptor for qualitative prediction of the order
of pKa’s of the weakly-coupled multiple ionizable groups in
a protein. The electrostatic surface potential33 and the
proton potential34 have been previously suggested as
hydrogen bond descriptors for small molecules. The advan-
tage of using proton potential as a pKa descriptor lies in
the fact that it can be obtained without additional compu-
tational cost as a by-product of a linear-scaling electronic
structure calculation. This approach is particularly suit-
able for the identification of abnormally shifted pKa’s,
which can be found often at or near ligand-binding sites.35

For instance, the most reactive thiolate in NC’s C-terminal
zinc finger was linked to its unusually high pKa value.36

Chemical hardness and softness are well-known con-
cepts in inorganic and acid/base chemistry, and are fre-
quently used to rationalize the reactivity of small mol-
ecules and ions (see, for example, a more recent work37).
Two related quantities for measuring regioselectivities are
the local softness (or the related Fukui index) and local
hardness, and have been recently used to probe the
gas-phase chemical reactivities of small organic mol-
ecules.38–41 Applications to molecules of biological interest
are emerging. Fukui indices were used to probe the
reactive sites in DNA bases42 and protein zinc fingers.43

However, these reactivity indices have not been applied to
macromolecular systems due to limitations in the scalabil-
ity of conventional electronic structure methods that have
only recently been overcome with advances in linear-
scaling quantum methods.18–24

The purpose of this report is twofold: (1) to introduce a
set of macromolecular quantum descriptors from linear-

scaling electronic structure and solvation methods, and (2)
to demonstrate that these descriptors provide new chemi-
cal insight into biological systems that can not be obtained
by classical methods. The macromolecular properties intro-
duced in this work include solvent-polarized electrostatic
potential maps, equilibrated atomic charges, and proton
potentials, Fukui indices, and approximate local hardness
maps. These descriptors are distinctive from those applied
previously for biological molecules in that they simulta-
neously take into account the macromolecular and solvent
environment. The report is organized as follows. Methods
briefly describes the methods and computational proce-
dure. Results and Discussion provides validation and
convergence of the new methods, and applies them to
several biologically important proteins that have been well
studied by both experimental and theoretical means. First,
the solvent-polarized ESP maps of the phosphate-binding
protein mutant T141D and the NC protein are compared to
those obtained from the FDPB method with different sets
of atomic charges. Second, solvent-polarized atomic
charges, Fukui indices, and approximate local hardness
maps are obtained for NC and NC-RNA complex and
compared to experimental results to explain the regioselec-
tive reactivity of the zinc-binding domains. Finally, rela-
tive proton potentials at the acidic sites in ovomucoid
turkey third domain (OMTKY3) and the C-terminal zinc-
binding residues of NC are correlated with the experimen-
tal pKa’s. The Conclusion draws together the main conclu-
sions and projects new directions for the application of
linear-scaling electronic structure methods in understand-
ing biological function and in structure-based drug discov-
ery. A concise discussion of the theoretical background and
essential technical details of the implementation are pro-
vided in the Appendix.

METHODS
Quantum Descriptors

This subsection summarizes the quantum descriptors
for biological macromolecules applied in this work. A
detailed discussion of the theoretical background and
derivations can be found in the Appendix.

Solvent-polarized electrostatic potential
and atomic charges

In the present work, the linear-scaling semi-empirical
quantum method is coupled to a smooth30,44 linear-
scaling29 conductor-like screening model (COSMO).28 The
model uses a variational condition on the electrostatic
energy to solve approximately the Poisson equation for the
solvent reaction field potential.30 The electronic charge
density of the quantum mechanical solute is polarized by
the solvent reaction field, and subsequent (approximate)
solution of the Poisson equation provides a solvent-
polarized electrostatic potential. The explicit electronic
polarization of the solute, which is neglected in conven-
tional macromolecular applications using nonpolarizable
force field models, is made possible via linear-scaling
electronic structure theory.

Solvent-polarized electrostatic potential can be mapped
onto molecular surfaces for graphic display and mapped
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onto atomic sites for quantitative studies. Two particularly
useful quantities are atomic charges and proton potentials.
The former provides information about the local electronic
and solvent environment around individual atoms in a
macromolecule. The latter provides information about the
relative acidity of titratable protons. In this work, atomic
charges are calculated using the CM2 charge model.45 The
CM2 charges have been used to describe the electrostatic
interactions in QM/MM applications,46 to predict solvation
polarization energies with Generalized-Born (GB)45,47 and
Poisson-Boltzmann (PB) solvation models,48 and to exam-
ine charge fluctuations in solvated DNA and RNA sys-
tems.49

Local hardness, softness, and Fukui functions

Density-functional theory provides a framework for the
derivation of a host of response functions from the electron
density. For example, the Mulliken electronegativity de-
fined as � � 1/2(IP � EA), where IP and EA are the
ionization potential and electron affinity, respectively, can
be viewed as a finite difference approximation to minus the
chemical potential � � �E/�N of density functional theory.
Similarly, the Pearson’s chemical hardness scale50 is de-
fined to be � � IP � EA, which is a finite difference
approximation to the DFT derivative � � �2E/�N2. The
chemical softness is simply the inverse of the chemical
hardness.

The chemical hardness, softness, and electronegativity
are inter-related and of significance for understanding the
chemical reactivity of a molecule. These quantities can be
formulated as integrals of spatial functions known as the
local hardness and local softness for characterizing the
reactivity in a spatial region of the molecule. The local
softness divided by the global softness is called the Fukui
function, and has relation to the frontier orbital theory.
Local hardness, local softness/Fukui function can be formu-
lated as derivatives of the chemical potential and electron
density. Analogous to atomic charges, Fukui functions can
be mapped onto atoms resulting in Fukui indices in the
same manner as the electron density can be partitioned to
obtain atomic charges. Together, the local softness/Fukui
function and local hardness provide insight into regioselec-
tive reactivities of macromolecules.

Structure Preparation and
Computational Protocols

All macromolecular descriptors were implemented into
the linear-scaling Divide-and-Conquer (D&C) semi-empiri-
cal program29,51 with solvent effects treated by the linear-
scaling COSMO solvation method.28,29 The CM2 electron
density partition scheme45 was implemented here to de-
rive atomic charges and Fukui indices. The proton poten-
tial implemented here is a sum of three contributions: the
potential due to all solute nuclei but one proton, the
potential due to all electrons, and the potential due to the
solvent reaction field. Note that the component of the
solute potential contains a constant term due to the total
kinetic energy. The latter cannot be separated from the
one-electron nuclear-electron attraction integral in the

NDDO (Neglect of Diatomic Differential Overlap) approxi-
mations that are the basis for the AM1, PM3, and MNDO
methods. Therefore, the proton potential is referred to as
the relative proton potential throughout the subsequent
discussions.

The calculations of the atomic charges, Fukui indices,
and electrostatic potential of NC were based on 25 NMR
structures of the NC-SL3 RNA complex (PDB ID: 1A1T,52

about 1,500 atoms including hydrogens). The hydrogen
positions of all 25 structures were initially optimized until
the default convergence using the CHARMM program53,54

with the CHARMM22 force field for proteins55 and
CHARMM27 force field for nucleic acids.56 Electrostatic
interactions were treated with a distance-dependent dielec-
tric function (� � r), and no cutoffs were used for non-
bonded interactions. The parameters for Zn2� were taken
from Stote and Karplus.57 The hydrogen optimized struc-
tures were relaxed by 100 steps of steepest descent on
quantum surface using the linear-scaling semi-empirical
program with the PM3 Hamiltonian, which was previously
shown to give reasonable geometries for Zn2�-com-
plexes.26 In the linear-scaling energy minimizations, the
subsystem was defined to be a single amino acid or
nucleotide and a buffer/matrix cutoff of 6/7 Å was used.29,51

The SCF convergence criterion was set at 10-5 kcal/mol/
atom. The COSMO calculations were performed with a set
of radii specifically parameterized for biomolecules.29 The
structures with the lowest heat of formation (	�10,000
kcal/mol) after steepest descent quantum energy minimiza-
tions (19 structures in total) were chosen for the subse-
quent single-point calculations for the macromolecular
descriptors using a buffer/matrix cutoff of 8/9 Å. Here,
RNA was excluded from the calculation. The solvent-
polarized potential and approximate local hardness were
computed on a 64 
 64 
 64 grid and mapped onto a
molecular surface and graphically displayed with the
program GRASP.58 The molecular surface used was de-
fined by the overlapping atomic spheres with the same set
of radii as used in the solvation calculations. The ESP
maps of NC in the SL3-RNA bound conformation shown in
this report were based on entry no. 1 of the NMR structure
ensemble. The approximate local hardness of the NC-SL2
RNA complex was calculated based on entry no. 1 of the
NMR structure ensemble (PDB ID: 1F6U59), using the
same energy minimization protocol as described above.

The calculation of the electrostatic potential on the
phosphate-binding protein mutant T141D was based on
the ligand-free (PDB ID: 1OIB60) and ligand-bound (PDB
ID: 1IXG61) crystal structures. Hydrogen positions were
added and optimized until the default convergence using
the CHARMM program. The hydrogen-optimized struc-
tures of both the free and ligand-bound forms of T141D
were subjected to the linear-scaling quantum calculations
using the previously mentioned cutoff and the AM1 Hamil-
tonian, which is known to better reproduce hydrogen
bonded complexes.62 Here, the phosphate was not included
in the single-point quantum calculations.

The calculation of the relative proton potentials on the
carboxylic groups in OMTKY3 was based on entry no. 1 of
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the NMR structure ensemble (PDB ID: 1OMU63). First,
the carboxylic acid oxygen of each acidic group was deter-
mined by comparing the minimized energies of two pos-
sible protonation states with all other amino acid residues
in their standard protonation states at neutral pH. Then,
the whole protein, with protonated acidic and basic groups,
was subject to an energy minimization with all coordinates
except for the five acidic residues held fixed. The converged
structure was used for the subsequent linear-scaling semi-
empirical calculation with the AM1 Hamiltonian. The
calculation of the relative proton potentials on the NC
protein in the SL3-RNA bound conformation was based on
entry no. 1 of the NMR structure ensemble (PDB ID:
1A1T,52 RNA excluded). First, Zn2�was removed from the
C-terminal zinc finger domain. Then, protons were added
to the thiolates and all hydrogen positions were optimized
until the default convergence using the CHARMM pro-
gram and CHARMM22 force field.

RESULTS AND DISCUSSION

In this section, the stability and convergence of the
linear-scaling quantum descriptors are demonstrated and
applications to several important biological systems are
shown. This is among the first times31 that such electro-
static and chemical descriptors have been applied with the
linear-scaling quantum methods to biological macromol-
ecules in solution. Agreements with experimental results
suggest that they provide insight beyond that obtainable

from purely classical models and offer considerable prom-
ise toward the development of new-generation techniques
for macromolecular characterization and rational drug
design.

Convergence of Calculated Macromolecular
Descriptors With the Linear-Scaling Method

The convergence behavior of the calculated atomic
charge, Fukui index, electrostatic potential, approximate
local hardness, and relative proton potential with respect
to the buffer/matrix cutoff is presented in Table I as the
root-mean-square deviation (RMSD) between the descrip-
tor vectors calculated with different levels of cutoffs. The
upper triangles in Table I show the RMSD’s of the electro-
static potential, atomic charge, and relative proton poten-
tial while the lower triangles for the approximate local
hardness and Fukui index. The convergence of the RMSD’s
for the atomic charge and electrostatic potential is one or
two orders of magnitude faster than that for the Fukui
index and approximate local hardness, respectively. With
the buffer/matrix cutoff of 8/9 Å, the error is reduced to the
order of 10-3 and 10-2 kBT/e for the electrostatic potential
and local hardness, 10-5 and 10-3 e for the atomic charge
and Fukui index, respectively, and 10-4 V for the relative
proton potential. These errors are well within the accept-
able range for practical applications. Therefore, a 8/9 Å
buffer/matrix cutoff is used in the subsequent applica-
tions, consistent with previous work.27,49,64

TABLE I. Convergence of the RMSD of the Electrostatic Potential, Fukui Index, Approximate
Local Hardness, and Relative Proton Potential With Respect to the Buffer/Matrix Cutoff

4/5 6/7 8/9 10/11 12/13

���
4/5 — 1.101 1.112 1.118 1.118
6/7 4.361
 10�1 — 1.551
 10�2 2.005
 10�2 2.009 � 10�2

8/9 1.394
 10�1 5.662
 10�1 — 5.493
 10�3 5.534 � 10�3

10/11 2.044
 10�1 6.281
 10�1 7.264
 10�2 — 4.163 � 10�5

12/13 2.199 � 10�1 6.448 � 10�1 8.639 � 10�2 1.705 � 10�2 —

fi�qi
4/5 — 4.147
 10�3 3.980
 10�3 3.982
 10�3 3.982 � 10�3

6/7 8.312
 10�3 — 1.312
 10�3 1.320
 10�3 1.321 � 10�3

8/9 1.974
 10�2 1.827
 10�2 — 3.526
 10�5 3.612 � 10�5

10/11 2.024
 10�2 1.903
 10�2 2.992
 10�3 — 2.970 � 10�6

12/13 2.055 � 10�2 1.937 � 10�2 2.977 � 10�3 3.756 � 10�4 —

��i
H

4/5 — 2.542
 10�1 2.542
 10�1 2.541
 10�1 2.541 � 10�1

6/7 — — 4.094
 10�3 4.188
 10�3 4.187 � 10�3

8/9 — — — 2.920
 10�4 2.932 � 10�4

10/11 — — — — 1.021 � 10�5

12/13 — — — — —

†RMSD’s between the macromolecular descriptor vectors calculated with different buffer/matrix cutoff schemes
(shown as row and column headers in Å) in the linear-scaling D&C method. The RMSD of a vector �x is defined as
��x2�, where here �x is the difference between two descriptor vectors. The upper triangles (the numbers above the
fields with dash signs) present the RMSD convergence for the electrostatic potential �(rl), atomic charges qi, and
relative proton potential �i

H (ri), while the lower triangles present the convergence for the local hardness ��(rl)
and Fukui index fi

�. Here, the subscript l and i refer to a grid point and an atom, respectively. Rows and columns
that compare to the highest level cutoff scheme (12/13 Å) are shown in bold and are reasonable indicators of the
convergence level of the lower order schemes. All quantities are in atomic units except for �(rl) and �� (rl), which
are given in units of kBT/e (kB� Boltzmann constant; e� electron charge; T� 298 K).
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Electrostatic Surface Potential
Application to the phosphate-binding protein

The calculation of electrostatic potentials to aid the
prediction of ligand or metal binding sites in proteins and
nucleic acids has demonstrated considerable promise in
recent years.7,13 Frequently, the receptor macromolecule
is assumed to retain a bound-state conformation,7 which
may differ significantly from its free form.60 Consequently,
it is important to examine how the electrostatic potential
pattern of the receptor alters in response to changes that
occur upon ligand binding.

Consider the ESP maps of the ligand-bound and free
forms of the phosphate-binding protein mutant T141D,
which have been studied previously using the FDPB
method with the full charge set, referred to as the Full/PB
map.60 Here, the full charge set is defined as the charge

Fig. 1. Electrostatic surface potential (ESP) maps of the free and
ligand-bound forms of the phosphate-binding protein mutant T141D
obtained from the AM1/COSMO (A) and PARSE/PB (B) methods. Shown
on the left are the ESP maps of the free structure (PDB ID: 1OIB60); shown
on the right are those of the ligand-bound structure (PDB ID: 1IXG61).
Proteins are rotated such that the phosphate binding cleft is facing toward
the reader and domain I is at the top and domain II is at the bottom. The
electrostatic potential is given in units of kBT/e (kB� Boltzmann constant,
T� 298 K, and e� charge of an electron).

Fig. 2. Electrostatic surface potential maps of HIV-1 NC in the
SL3-RNA bound conformation obtained from the PM3/COSMO (left) and
PARSE/PB (right) methods. The protein is oriented such that the best
view to the Zn2�-coordinating thiolates (displayed as yellow spheres) can
be obtained. The C-terminal zinc finger region is at the top and the
N-terminal one is at the bottom. The electrostatic potential is given in units
of kBT/e.

Fig. 4. The approximate local hardness map of NC bound to SL2-
RNA. The protein is oriented such that the best view to the Zn2�-
coordinating thiolates (displayed as yellow spheres) can be obtained. The
C-terminal zinc finger region is at the top and the N-terminal one is at the
bottom. The approximate local hardness �F(r)� is given in units of kBT/e.
Shown is the negative of this quantity in order to emphasize the relation
between the electron density, which has a negative charge, and the
finite-difference Fukui function from which the approximate local hardness
is derived.
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assignments to the ionizable residues as whole entities.
This is a default charge set for the DelPhi program,9 which
has been widely used in the structural biology and molecu-
lar modeling community to obtain information about the
solvated electrostatic potential and related properties in
biological macromolecules. The objective here is to com-
pare the ESP patterns of the free and ligand-bound forms
of T141D generated with the linear-scaling AM1/COSMO
method, referred to as the AM1/COSMO map, and the
FDPB method with PARSE charges and radii, referred to
as the PARSE/PB map. PARSE charges were parameter-
ized specifically for the FDPB method using a database of
experimental solvation energies of small molecules.14 Fig-
ure 1(A) displays the AM1/COSMO maps for the ligand-
free (shown on the left) and the ligand-bound structures
(right). Analogously, Figure 1(B) displays the PARSE/PB
maps based on the free (left) and ligand-bound (right)
structures.

Consider the AM1/COSMO maps in Figure 1(A). In the
unliganded structure (left), the two domains are far apart
exposing a deep binding cleft containing residues that can
make strong hydrogen-bond contacts with the phosphate
upon binding. Except for Asp56, all these residues occupy
regions of positive electrostatic potential in solution, de-
spite the negative potential in the nearby cleft region. The
apex regions of both domain I (top) and domain II (bottom)
display predominantly positive electrostatic potential. In
the ligand-bound structure (right), the apex regions of the
two domains are brought together burying the phosphate
ligand and display considerable positive electrostatic poten-
tial, in contrast to those of the unbound form.

Compared with the AM1/COSMO maps, the PARSE/PB
maps show no significant difference. However, the surface
potential from the PARSE/PB method appears to be less
continuous and is overall larger in magnitude. These
differences can be traced back to the difference in the
solute charge representation: static point charges are used
for PARSE/PB maps and solvent-polarized electron den-
sity is used for AM1/COSMO maps. It is worthwhile to
notice that both the AM1/COSMO and PARSE/PB maps of
the unliganded structure are in sharp contrast to the
Full/PB map.60 The Full/PB map60 shows an intensely
negative potential everywhere at the binding cleft, on the
basis of which the validity of the electrostatic complemen-
tarity was brought into question for the phosphate-protein
binding.60 In contrast, both the AM1/COSMO and
PARSE/PB maps display positive potential on residues in
the binding cleft. This emphasizes the dependence of the
ESP pattern on the solute charge and cavity model for
biological macromolecules. ESP maps generated with the
PARSE parameters (PARSE/PB) agree reasonably with
those obtained with the AM1/COSMO approach. The
difference between the Full/PB and PARSE/PB maps and
the closer agreement of the latter with the AM1/COSMO
map are easily appreciated, since the PARSE charges are
obtained specifically for more accurate PB solvation ener-
gies.

It is worthwhile to mention that there are different
models for determination of the electrostatic potential in

semi-empirical methods,65,66 in addition to different semi-
empirical Hamiltonians that continue to improve.62,67 In
this work, the potential calculated directly from the elec-
tron density (as an atomic multipole expansion) was
employed throughout. It was observed that the ESP pat-
tern is fairly robust with respect to the semi-empirical
Hamiltonian, although the magnitude of the potential can
vary to a greater degree (data not shown). A systematic
study of the ESP patterns using different Hamiltonians
and electrostatic potential models is beyond the scope of
the present work.

Application to HIV-1 nucleocapsid protein

As a second example of comparison between the ESP
patterns generated with the quantum and classical meth-
ods, both the PM3/COSMO (left) and PARSE/PB (right)
maps of NC in the SL3-RNA bound conformation are
displayed in Figure 2. In contrast to the PARSE/PB map,
the PM3/COSMO map is able to distinguish the electro-
static environment of the two zinc finger regions. The
C-terminal zinc finger region is clearly more electronega-
tive than the N-terminal zinc finger. This is in agreement
with previous theoretical68 and experimental work69–71

that suggest the C-terminal zinc finger to be more prone to
electrophilic attack. A detailed analysis of the electrostatic
features of NC can be found elsewhere.31

Solvent-polarized atomic charge

Table II shows the conformational averages and RMSD’s
of the atomic charges on the Zn2�-coordinating atoms in
NC in the SL3-RNA bound conformation calculated from
the Mulliken and CM2 electron density partitioning
schemes. Although the atomic charges resulting from the
two schemes have slightly different magnitudes, the order
among different atoms remains the same: among three
Zn2�-binding thiolates, the Cys15 thiolate (S15) from the
N-terminal finger has the most negative charge and the
Cys49 thiolate (S49) from the C-terminal zinc finger has
the least negative charge. The destabilization of the nega-
tive charge on S49 may be attributed to the negatively
charged neighbor Asp48, consistent with the less positive
electrostatic surface potential around the C-terminal zinc

TABLE II. Atomic Charges on the Zn2�-Coordinating
Atoms in NC of the SL3-RNA-Bound Conformation†

Atom Residue
CM2 charge mean

(RMSD)
Mulliken charge
mean (RMSD)

S Cys15 �0.512 (5.63
 10�3) �0.438 (9.15
 10�3)
S Cys18 �0.459 (2.24
 10�3) �0.382 (7.91
 10�3)
Nε2 His23 0.062 (8.76
 10�3) 0.269 (1.55
 10�2)
S Cys28 �0.415 (7.07
 10�3) �0.338 (7.32
 10�3)

S Cys36 �0.478 (4.94
 10�3) �0.403 (6.24
 10�3)
S Cys39 �0.476 (8.14
 10�3) �0.401 (8.20
 10�3)
Nε2 His44 0.065 (6.10
 10�3) 0.277 (2.14
 10�2)
S Cys49 �0.408 (1.39
 10�2) �0.328 (1.97
 10�2)

†Atomic charges are given in units of e. RMSD’s due to the conforma-
tional variation in the NMR ensemble structure are given in parenthe-
ses.
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finger region as compared to the N-terminal finger. Based
on the electrostatic surface potential and atomic charge
results, S49 is predicted to be electrostatically the least
stable Zn2�-binding thiolate, in agreement with the electro-
static screening study using the FDPB method.68. The
RMSD’s of the atomic charges due to the conformational
variation within the NMR structure ensemble are mostly
small (Table II), on the order of 10-3 e. The greater RMSD
on S49 is correlated with the pronounced conformational
flexibility of the C-terminal region of the protein.31

Figure 3 shows the RNA-induced polarization of the
residue charges of NC. Overall, the changes are relatively
small, on the order of 10-2 e. As expected, greater changes
occur on residues that contain atoms capable of intermo-
lecular hydrogen bonding (Fig. 3). The total CM2 charge of
the protein is decreased by 0.448 e upon binding (roughly
the same with the Mulliken charge model), and reflects a
net charge transfer from RNA to protein. Since the protein
in the isolated form is positively charged and the RNA is
negatively charged, a decrease in the net charges of both
species minimizes the electrostatic repulsion and results
in a stabilization of the complex, consistent with the
density of states analysis discussed later. Charge transfer
between the protein and solvent water has been previously
studied using the linear-scaling semi-empirical calcula-
tion.25

Fukui Index and Approximate Local Hardness

Often, approximate Fukui functions for small molecules
are calculated with a frozen orbital assumption and the
finite difference approximation assuming a unit step size
(�N � 1, see Eq. 12). A density functional theory–based
study72 revealed that when orbital relaxation is allowed, a
smaller step size, such as �N � 0.01, is more reliable for
prediction of the precise spatial reactivity preference in
small molecules. The present work is restricted to the
frozen orbital approach and in what follows the effect of
the finite difference step size on the Fukui function is

examined. This is worthwhile since biological macromol-
ecules contain a very large number of electrons and many
nearly degenerate states close to the HOMO and LUMO
orbitals. Preliminary tests showed that using a step size of
1 lead to somewhat arbitrary spatially specific index that
was highly sensitive to the conformational variations
exhibited by the NMR ensemble of structures. A more
robust index was sought that was able to reveal the
reactive “hot spots” spatially without necessarily pinpoint-
ing a single very localized reactive region that might be
sensitive to conformational variations. Toward this end,
different finite-difference step sizes were considered. Table
III summarizes the results of the Fukui indices for NC in
the SL3-RNA bound conformation using the step sizes
�N � 1,5,10. With �N � 1, the largest average Fukui
index is found on the S49 and the second largest on the C37
(C atom of Trp37). The large RMSD’s of the Fukui indices
on the atoms close to the C-terminus are consistent with
the greater variations in their atomic charges as discussed
earlier. It is interesting to see that most of the large Fukui
indices are located on the Zn2�-coordinating thiolates.
This is due to the fact that the high-lying occupied orbitals
spatially localize on the Zn2�-coordinating Cys residues,
as will be discussed later. With �N � 5 and 10, the
maximal Fukui index remains on S49. Since the left Fukui
function measures the reactivity of a spatial region in the
molecule toward electrophilic attack, the Fukui indices
reveal the Cys49 thiolate to be most reactive toward
electrophilic attack, and provide rationale for the experi-
mental finding that Cys49 is the initial attacking site for
electrophilic reactions.69–71 The Fukui index results (Table
III) are also consistent with a previous density functional
study using the small zinc finger model structures.43 It has
been reported in the literature that the relative order of
Fukui indices somewhat depends on the electron density
partition schemes.73 In the case of semi-empirical meth-
ods, these variations are minimal for the systems studied
here.

In our definition (Eq. 20), the approximate local hard-
ness �F(r)� is closely related to the Fukui function and
embodies both the chemical reactivity and electrostatic
potential. The interpretation of the local hardness is not as
straightforward as that of the global hardness or the
chemical hardness of a small molecule, which can be
thought of as the resistance to a charge transfer,74 since
the definition of the local hardness is somewhat ambigu-
ous (as discussed above). Previously, the approximate local
hardness derived from the electron density �D(r)� was
found to have good correlation with the intermolecular
reactivity sequence of some small organic molecules.38,39

The approximate local hardness �F(r)� has also been
invoked to explain the regioselectivity in some Diels-Alder
reactions.41 In a recent study,31 �F(r)� projected onto the
molecular surface was used to correlate to the most
probable site for electrophilic attack in the NC-SL3 RNA
complex. Figure 4 shows the �F(r)� map of NC bound to
HIV-1 SL2-RNA, where the C-terminal zinc finger region
(red) indicates the concentration of large values of approxi-
mate local hardness, in agreement with the previous study

Fig. 3. RNA binding induced charge polarization on NC. �Qi �
Qi(bound) - Qi(free), where Qi(bound) and Qi(free) represent the average
CM2 charge of the ith residue over the NMR conformation ensemble in
the RNA-bound and free protein, respectively. The “error bars” indicate
the RMSD’s due to the conformational variations.
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using the SL3-RNA bound conformation.31 It also corre-
lates well with the experimental findings that the C-
terminal zinc finger is more prone to electrophilic attack
than the N-terminal zinc finger.69–71 These results demon-
strate that the approximate local hardness map may be
used to reveal chemically reactive sites in biological macro-
molecules.

Density of Electronic States

In Figure 5, the upper plot shows the electronic density
of states (DOS) for NC, SL3-RNA, and the protein-RNA
complex, while the lower part shows the difference be-
tween the DOS of the complex and the sum of the DOS on
the protein and RNA. It can be seen that the structure of
the DOS differs for the separated protein, RNA, and their
complex. The occupied orbitals of the RNA and the com-
plex are shifted toward higher energy relative to those of
the protein. Table IV compares the frontier orbital ener-
gies and orbital decompositions for these three molecules.

Due to the weak orbital interaction, the HOMO of the
complex is expected to strongly resemble the HOMO of the
isolated RNA, since it lies much higher than the one in the
isolated protein. This is indeed the case. The HOMO in the
complex remains localized on Gua13 and has slightly
lower energy.

A further look at the energetics and orbital decomposi-
tion reveals that most of the high-lying orbitals are
localized on the Zn2�-coordinating Cys residues, including
Cys15, Cys18, Cys28, Cys36, Cys39, and Cys49, with the
predominant orbital coefficients on S atoms (data not
shown). These residues are expected to be most reactive
toward small-molecule electrophiles. An exception is the
second highest orbital (� � �8.609 eV), which resides on
Trp37, with the electronic density extending in the hetero-
aromatic ring region (data not shown). The fact that the
HOMO (� � �8.555 eV) resides on Cys49 with the prevail-
ing orbital coefficient on the thiolate, coincides with our
previous prediction from the Fukui function analysis that
Cys49 thiolate is the most reactive atom toward electro-
philic attack.

The role of solvation has a large effect on the electronic
density of states.75,76 Here the focus has been on the effect
of RNA complexation on the density of states of the
isolated (uncomplexed) molecules. In the gas phase, the
electronic states and Fermi levels of the uncomplexed
molecules would be expected to shift dramatically due to
the large difference in charge between NC and SL3-RNA.
The effect of solvation is to greatly reduce this shift since

TABLE III. Fukui Indices for the NC of the SL3-RNA-Bound Conformation With Different
Finite-Difference Step Sizesa

Atom name Residue
qA� (�N� 1)
mean (RMSD)

qA� (�N� 5)
mean (RMSD)

qA� (�N� 10)
mean (RMSD)

S Cys15 0.026 (3.48
 10�2) 0.067 (4.45
 10�2) 0.103 (3.14
 10�2)
S Cys18 0.028 (6.81
 10�2) 0.078 (5.64
 10�2) 0.101 (2.76
 10�2)
S Cys28 0.013 (3.44
 10�2) 0.022 (1.83
 10�2) 0.045 (3.50
 10�2)
S Cys36 0.031 (3.43
 10�2) 0.074 (4.56
 10�2) 0.137 (4.22
 10�2)
C Trp37 0.116 (9.98
 10�2) 0.097 (3.65
 10�2) 0.056 (1.06
 10�2)
Nε1 Trp37 0.090 (7.83
 10�2) 0.074 (2.82
 10�2) 0.043 (8.06
 10�3)
S Cys39 0.025 (5.48
 10�2) 0.043 (4.89
 10�2) 0.115 (3.97
 10�2)
S Cys49 0.267 (2.60
 10�1) 0.227 (9.53
 10�2) 0.165 (1.60
 10�2)
C Asn55 0.070 (2.05
 10�1) 0.029 (8.48
 10�2) 0.015 (4.24
 10�2)
OXT Asn55 0.060 (2.18
 10�1) 0.055 (2.22
 10�1) 0.033 (1.34
 10�1)

aFukui indices (in units of e) qA
� on the Zn2�-coordinating thiolates and all other atoms with Fukui index

larger than 0.050.

Fig. 5. Top lines: Density of states (DOS) of NC (solid lines),
SL3-RNA (dashed lines), and the complex (dotted lines). Bottom line:
The difference in DOS between the sum of the isolated species and the
complexed one. The solid, dashed, and dotted vertical lines represent the
Fermi levels for the protein, RNA, and complex, respectively. The plot is
based on the optimized structure of the first entry of the NMR ensemble
(PDB ID: 1A1T52). The bin size used for the plot is 0.5 eV.

TABLE IV. Frontier Orbitals in NC, SL3-RNA
and Their Complex

Orbital

HOMO LUMO

Protein RNA Complex Protein RNA Complex

Energy (eV) �8.555 �7.751 �7.834 �0.614 �0.365 �0.789
Occupationa 1.565 1.941 1.934 1.409 1.813 1.996
Locationb Cys49 Gua13 Gua13 Arg32 Cyt19 Arg7
aFractional orbital occupation ���Ci�

��2, where the superscript � refers
to the subsystem index, and subscript i� refers to orbital i and atom
�.51

bThis is the subsystem (amino acid or nucleotide residue) where the
orbital is localized.
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the favorable electrostatic interaction of the complex is
replaced by the solvent stabilization.

Relative Proton Potential

The pKa values of ionizable groups in biomolecules are
predominantly determined by their local electrostatic envi-
ronment. The calculation of pKa shifts in proteins requires
consideration of an ensemble of protonation states in
solution (including, in principle, conformational equilibra-
tion), and has been the subject of numerous theoretical
investigations based on molecular mechanical force
fields.77,78 The electrostatic potential at a titratable proton
site for a given protonation state can serve as an approxi-
mate measure of the relative proton affinity and hence is
useful as a molecular descriptor. For weakly-coupled proto-
nation states, the relative proton affinities are often corre-
lated with corresponding pKa values, and can be used to
predict their order. A major advantage of using the proton
potential as a pKa descriptor lies in its low computational
cost since it can be obtained from a linear-scaling elec-
tronic structure calculation without additional effort. Tur-
key ovomucoid third domain (OMTKY3) was chosen here
as a benchmark protein to test the correlation between the
experimental pKa’s79 and the relative proton potentials.
OMTKY3 contains multiple titratable groups and has
been the subject of several theoretical studies.35,80,81

Table V compares the relative proton potentials at the
carboxylic acid proton sites of OMTKY3 calculated using
the linear-scaling quantum methods with theoretical35

and experimental79 pKa values. The trend in the pK�
series is most closely followed by the relative proton
potentials. Decreasing pKa value (or increasing acidity) is
correlated with less negative proton potential. The proton
with the least negative potential is least stabilized and
thus requires the smallest amount of energy to remove.
The large pKa value on Glu43 results primarily from
decreased solvent stabilization of its ionized state (Table
V). A plot of the relative proton potentials vs. experimental
pKa values reveals a nearly linear relation with a linear
correlation coefficient rc � �0.996, when Asp7 and Glu10
are excluded (Fig. 6). Asp7 and Glu10 are highly corre-
lated: the CHARMM optimized structure shows that they
are in close proximity and form hydrogen bonds upon
protonation. Therefore, the electrostatic potentials at the
acidic proton sites of Asp7 and Glu10 are highly coupled.

This dependency is not accounted for by the simplistic
approach of computing relative proton potentials, which
does not consider the ensemble of protonation states and
conformational flexibility. Both the accurate experimental
determination and theoretical prediction of pKa’s remain a
challenging area. It is noteworthy that despite the large
discrepancy between the estimated values from the linear
regression and experimental pK�’s of Asp7 and Glu10,
there is a fairly close agreement with other theoretical
values (Fig. 6).

Nevertheless, the relative proton potential is a very
useful quantity for predicting the order of pKa’s of weakly
coupled ionizable groups and is particular suitable for
identification of abnormally shifted pKa’s. A previous
computational study31 on NC was able to link the unusu-
ally high pKa value on the Cys49 thiol36 to its most
negative proton potential. Figure 7 shows a plot of the
calculated relative proton potentials (data taken from
Khandogin et al.31) vs. the experimental pKa values36 of
the protonated cysteine and histidine groups in the C-
terminal zinc finger of HIV-1 NC. Again, a nearly linear
relation is found between the relative proton potential and
pKa’s with a correlation coefficient of �0.981. The correla-
tion is somewhat less satisfactory at Cys36 and Cys39 due
to their spatial proximity. These results clearly demon-
strate that the relative electrostatic potentials at acidic
proton sites can be employed as a molecular descriptor for
qualitative prediction of the order of pKa’s in weakly
coupled multiple titratable sites of a protein.

CONCLUSION

In this report, a set of macromolecular descriptors for
the characterization of electrostatic and chemical features
of solvated biological macromolecules has been described.
The macromolecular descriptors can, in principle, be calcu-
lated using any electronic structure/solvation method.
However, due to current constraints on computational
resources, linear-scaling semi-empirical methods are

TABLE V. Relative Proton Potentials in OMTKY3

Residue pKa (expt)a pKa (calc)b �� (V)c ��sol (V)d

Asp27 	2.3 3.4 �0.840 �3.096
Asp7 	2.7 3.3 �1.706 �3.128
Glu19 3.2 2.8 �1.521 �3.669
Glu10 4.2 3.5 �1.702 �3.070
Glu43 4.8 4.4 �3.277 �1.915

aExperimental pKa values of the acidic groups in OMTKY3.79

bCalculated pKa values35 averaged over the NMR structure ensemble
(PDB ID:1OMU63).
cCalculated relative proton electrostatic potentials.
dCalculated relative proton potentials due to the solvent reaction field.

Fig. 6. Correlation between the relative proton potentials ��(V) at the
carboxylic sites and the experimental and calculated pK� values in
OMTKY3. A linear regression line (rc � �0.996) is drawn for �� vs. pKa
(expt) excluding the highly correlated groups Asp7 and Glu10.
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among the most computationally feasible approaches.
Development of improved semi-empirical models is under-
going a rebirth of interest due in part to their applications
in hybrid quantum mechanical and molecular mechanical
simulations and linear-scaling quantum calculations. The
present work presents details of the derivation of the
macromolecular descriptors and the implementation within
the linear-scaling D&C semi-empirical program29,51 and
demonstrates their utility and predictive capabilities in
applications to large biological systems in solution.

The electrostatic potential is calculated for a phosphate-
binding protein mutant in both the free and ligand-bound
forms, and the resulting ESP maps (AM1/COSMO or
PM3/COSMO maps) are compared with those obtained
from the PB calculations with classical atomic charges.
The ESP maps derived from the AM1/COSMO method are
in qualitative agreement with those from the PB method
using the PARSE charges and radii. The main difference
between the AM1/COSMO and the PARSE/PB maps is
attributed to the form and magnitude of the solute charge
representation that give rise to a “smoother” potential on
the AM1/COSMO map. Further differences are illustrated
by the example of the NC protein where the AM1/COSMO
map uniquely distinguishes the electrostatic potentials of
the two zinc finger regions.

The solvent-polarized atomic charges are calculated for
both the NC protein and the protein-SL3 RNA complex.
The Cys49 thiolate is found to be least stable among all
Zn2�-coordinating thiolates, as a result of its local electro-
static and solvent environment. RNA binding induced a
net electron transfer by about 0.5 e from the RNA to
protein. The Fukui indices and local hardness maps allow
the prediction of chemical reactivity. The calculations on
the NC protein reveal the Cys49 thiolate to be most
chemically reactive, providing a rationale for its particu-
larly high susceptibility toward electrophiles.69–71 The
approximate local hardness presented as a complementary

quantity to the Fukui index reveals the location of the
HOMO density on a molecular surface. A detailed frontier
orbital analysis confirms that the high-lying occupied
orbitals are localized at the Zn2�-coordinating cysteines
with the predominant orbital coefficients on the thiolate
atoms. In particular, the HOMO originates from the
orbitals on Cys49. The orbital analysis confirms the reactiv-
ity predictions based on the Fukui indices and local
hardness map.

Finally, the relative proton potential has been demon-
strated to be a useful macromolecular descriptor for the
estimation of the order in pKa’s of weakly correlated
titratable groups in biological macromolecules. A nearly
linear relation between the relative proton potentials and
the experimental pKa’s is found for most acidic residues in
OMTKY3 (except for the highly correlated groups). A plot
of the relative proton potential at the protonated C-
terminal zinc-binding sites of NC vs. the experimental
pKa’s also reveals a nearly linear relation. The macromo-
lecular descriptors derivable from linear-scaling semi-
empirical calculations provide detailed insight into the
local electrostatic and chemical features of biological mac-
romolecules; the relatively low computational cost makes
the method particularly attractive for use in structure-
based drug design.
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APPENDIX

In density-functional theory, the electronic energy is
written as a functional of the electron density �(r) in the
form

E��� � F��� � ���r�v�r�d3r (1)

where v(r) is the external potential (for example, the
nuclear potential in the case of molecules in the absence of
applied fields), and F[�] is a universal functional of the
density only, and consists of the electronic kinetic energy
T[�] and the electron-electron interation energy Vee[�].
With reference to the commonly applied Kohn-Sham for-
malism, F[�] is written as the sum of the non-interacting
kinetic energy Ts[�], classical electrostatic energy J[�], and
the exchange-correlation energy K���:F��� � T���
� Vee��� � Ts��� � J��� � K���. Of particular interest in
the present work is the classical electrostatic energy,
which is given by

J��� �
1
2���r���r���r � r�� d3rd3r� (2)

The ground-state electron density �(r) and external poten-
tial v(r) are related by the constrained variational condi-
tion

MACROMOLECULAR QUANTUM DESCRIPTORS 735



��E��� � �����r�d3r � N��� 0 (3)

where � is a Lagrange multiplier on the normalization
constraint ���r�d3r � N. Eq. 3 establishes a mapping (to
within a trivial constant) between the ground-state elec-
tron density and external potential for a given number of
electrons: �7. From Eqs. 1 and 3 it can be seen that the
chemical potential can be written as

� � � �E
���r��

�

� ��E�N�
�

(4)

where it is understood that the functional derivative is
evaluated at the ground-state density (a convention that is
adopted throughout the report). The chemical potential is
hence the first derivative of the energy with respect to the
number of electrons, and is related to minus the Mulliken
electronegativity � � 1/2(IP � EA), where IP is the
ionization potential and EA is the electron affinity, by a
finite difference approximation. The corresponding second
derivative (curvature) of the energy with respect to the
number of electrons is called the chemical hardness or the
global hardness74

� � � ���N�
�

� � �2E
�N2�

�

(5)

The above equation does not include the factor of 1/2 in the
definition of � as used by some authors. The chemical
hardness is routinely approximated by finite differences,
in analogy to the chemical potential, as � � IP - EA.50,82

The inverse of chemical hardness is called the chemical
softness or the global softness

S �
1
�

� ��N���
�

(6)

Two related quantities for measuring regioselectivity are
the local softness and hardness. The local softness is
defined as83

s�r�� ����r��� �
�

� ����r��N �
�

��N���
�

� ����r��N �
�

� S (7)

and integrates to the global softness S

� s�r�d3r � S (8)

In Eq. 7 the term in front of S is referred to as the Fukui
function f(r)84

f�r�� ����r��N �
�

� � �����r��
N

�
s�r�
S (9)

The Fukui function contains the same information as the
local softness (with the exception of the normalization),
and will be the focus of later discussions. In the Kohn-
Sham (KS) density-functional theory, the electron density
can be expressed in terms of the KS molecular orbitals as

��r�� �
i

N

ni�i�r��*i �r� (10)

where �i is the KS spin orbital and �i is the orbital
occupation number: 1 for occupied and 0 for virtual
orbitals. Inserting the above expression into Eq. 10 results
in the following equation for the calculation of Fukui
function

f�r�� �
i

N
�ni

�N ��i�2 � �
i

N

ni

��i

�N �
*i � �

i

N

ni�i

��*i
�N (11)

where the first term represents the contribution due to the
change in the occupation number only and corresponds to
the Fukui function under the frozen orbital approxima-
tion, and the last two terms represent the contribution due
to the orbital relaxation. To simplify the calculations of the
large biological macromolecules considered here, the or-
bital relaxation component was neglected in accord with
Koopmans’ theorem.85

To circumvent the formal discontinuity in the derivative
of the Fukui function for integer number of electrons in the
zero temperature limit, and to produce a more robust and
more delocalized reactivity index, the Fukui function is
approximated by finite difference as

f�r�� � �
1
�N ���r;N � �N�� ��r;N��

f�r�0 �
1

2�N ���r;N � �N�� ��r;N � �N���
1
2�f�r�

� � f�r���

(12)

where f(r)�, f(r) �, and f(r) 0 are the left, right, and mean
Fukui functions. In the case that the finite difference step
size �N is 1, Fukui function under the frozen orbital
approximation can be written as

f�r�� � ��HOMO�2

f�r�� � ��LUMO�2

f�r�0 �
1
2���HOMO�2 � �LUMO�2� (13)

where �HOMO are the highest occupied and �LUMO are the
lowest occupied KS orbitals. The above equations suggest
the left, right, and mean Fukui functions to be interpreted
as the HOMO, LUMO, and the average of both densities,
respectively. Thus, f(r)�, f(r)�, and f(r)0 can serve as
chemical reactivity indices for electrophilic, nucleophilic,
and radical attacks, respectively. With a choice of �N � 1,
however, the large number of closely degenerate eigen-
states of a macromolecular system makes approximate
Fukui index very sensitive to subtle environmental
changes. To obviate this difficulty, several values of �N
that scale in proportion with the system size were tested
and found to be more robust and provide a better physical
picture of the regioselective reactivity. In order to assign
spatial locality, it is often times convenient to use the
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condensed Fukui functions, qk
�, qk

�, qk
0, obtained by apply-

ing an electronic density partitioning scheme, such as
those used to derive Mulliken86,87 or CM245 charges.

A globally reciprocal quantity to the local softness is the
local hardness:

� s�r���r�d3r � 1 (14)

By analogy to Eq. 7, one possible definition of the local
hardness is given as88

��r�� � �����r��
�

(15)

However, according to the Hohenberg-Kohn theorem, which
was later generalized by Levy, v is completely determined
by � for a stationary state, and hence the definition (Eq. 15)
is ambiguous. A general form of local hardness can be
written as88

���r�����r,r������r���d3r� (16)

where �(r,r�) is the hardness kernel89

��r,r���
�2F���

���r����r�� (17)

�(�(r)) is a normalized composite function of �,

�����r��d3r � 1 (18)

and F[�] is the universal functional of Eq. 3. A common
simplification of the hardness kernel is to neglect the
contributions from the nonclassical kinetic and exchange-
correlation energies,90 leading to

��r,r��	
�2J���

���r����r���
1

�r � r�� (19)

where J[�] is the classical electrostatic energy of Eq. 2.
This approximation is reasonable for outer region of the
molecule due to the exponential decay of the electron
density, and has the advantage that it is independent of
�(r) and can be easily calculated.

A common convention is to use �/N as the composite
function, resulting in the approximate local hardness
�D(r),88 where the subscript D stands for “density.” �D(r)
represents the electronic part of the molecular electro-
static potential; however, for the purposes of this work,
there is little information gained from this quantity as it
contains similar information as the solvent-polarized mo-
lecular electrostatic potential. Here, the Fukui function
f(r) is chosen as the composite function.88–90 Combining
Eq. 16 and Eq. 17, an approximate local hardness �F(r) (F
stand for “Fukui”) can be defined in terms of the Fukui
function as

�F�r��� f�r��
�r � r�� d3r�������r��/�N���r � r�� d3r�

(20)

�
�

�N�� ��r��
�r � r�� d3r��

�

� ��Vel�r�
�N �

�

where Vel(r) represents the electronic part of the molecular
electrostatic potential. Thus, �F(r) can be considered as
the frontier orbital electrostatic potential or as the change
in the electronic part of the molecular electrostatic poten-
tial. In analogy to the left, right, and mean Fukui func-
tions, there exist the left, right, and mean local hardness
functions �F(r)�, �F(r)�, and �F(r)0 that represent the
electrostatic potential due to the HOMO, LUMO and the
average of both densities, respectively.

Another useful response property is the derivative of the
total energy with respect to the nuclear charge Z�, which,
by making use of the Hellmann-Feynman theorem, can be
written as:

�

�Z�
�E��� � VNN� � � ��

�H
�Z�

�� � �
�

�Z�
�
�	�

Z�Z�

R��

� � � ��r�
�r � r��

d3r � �
� �

Z�
�r� � r��

��tot�r�� (21)

The quantity �tot(R�) represents the electrostatic poten-
tial at nucleus � due to all electrons and other nuclei. With
solvation effects taken into account, �tot(R�) values at
titratable proton positions are useful for assessing the
relative proton affinities of these sites in biomolecules.
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